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Abstract: We present an efficient locking scheme 

in a hierarchical data structure. The existing multi-

granularity locking mechanism works on two 

extremes: fine-grained locking through which 

concurrency is being maximized, and coarse grained 

locking that is being applied to minimize the locking 

cost. Between the two extremes, there lies several pare 

to-optimal options that provide a trade-off between the 

concurrency that can be attained. In this work, we 

present a locking technique, Collaborative Granular 

Version Locking (CGVL) which selects an optimal 

locking combination to serve locking requests in a 

hierarchical structure. In CGVL a series of version is 

being maintained at each granular level which allows 

the simultaneous execution of read and write operation 

on the data item. Our study reveals that in order to 

achieve optimal performance the lock manager 

explore various locking options by converting certain 

non-supporting locking modes into supporting locking 

modes thereby improving the existing compatibility 

matrix of multiple granularity locking protocol. Our 

claim is being quantitatively validated by using a Java 

Sun JDK environment, which shows that our CGVL 

perform better compared to the state-of-the-art 

existing MGL methods. In particular, CGVL attains 

20% reduction in execution time for the locking 

operation that are being carried out by considering, 

the following parameters: i) The number of threads ii) 

The number of locked object iii) The duration of 

critical section (CPU Cycles) which significantly 

supports the achievement of enhanced concurrency  in 

terms of  the number of concurrent read accesses. 

 

Keywords: Hierarchical structure, Scalability, 

Concurrently, Synchronization, Performance. 

 

I. Introduction 
Synchronization mechanism is a fundamental 

building blocks for designing applications that are 

being run concurrently .The applications such as 

storage system [1], operating system [2, 3, 4, 5], 

network system [6, 7] and database system [8] 

completely rely on these synchronization mechanism 

which plays an integral role in tuning their 

performances [9].A commonly used mechanism for 

obtaining synchronization mechanism in the 

database domain [10] is locking. The locking 

mechanism ensures that each data item is controlled 

by a single thread of control, each time available to 

whosoever holds the lock. This is turn guarantees 

data integrity, by not allowing conflicting locks to 

take place together[10].The different implementation 

exist depending on various factors such as the way 

the lock request is granted and released, as well as the 

granularity of the data item[10]. 

In order to support locking operation at different 

hierarchical structure Multiple Granularity Locking 

(MGL) scheme was introduced which poses 

scalability challenges for both coarse grain and fine 

grain [11].This hierarchical locking thereby involves 

the following schemes: shared lock, exclusive lock 

and intension exclusive lock. The presence of 

intension locks provides notification to other 

transactions thereby reduces the cost of finding the 

entire element for performing locking operations. 

Even though MGL effectively gains serializability it 

still fails to achieve higher concurrency due to 

pseudo-conflicts [32] that exist among multiple 

transactions. 

With the view to reduce the traversal cost for 

MGL locking, there have being several attempts 

made by [11, 12, 30] which quickly checks for 

overlaps regions. Most of the work is concentrated 

only on the parameter of reducing the traversal cost. 

Unfortunately the scheme does not focus on 

achieving higher concurrency among multiple 

transactions that perform data access operations in 

hierarchical structure. 

In order to support enhanced concurrency 

without any phantom avoidance we proposed 

Collaborative Granular Version Locking(CGVL) 

scheme which is an extension of the MGL 

framework that supports multiple versions of the data 

items that support better scalability in terms of 

throughput. In case of read-write conflicts (IS-X,IX-

S,S-SIX,S-X) mode unlike MGL,CGVL avoids 

synchronous waiting for data item reclamation by 

providing suitable version for each data item[31].It 

works on timestamp ordering principle to provide a 

consistent snapshot of each data item. Each 
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requesting thread selects the suitable version of the 

data item by using the last committed timestamp of 

each version(when the version was committed).This 

is well known approach that exist in multi version 

control database scheme [14-18] that provide 

multiple version for each transactional operations to 

perform their work. 

However, it is difficult to design a scalable 

synchronized framework that is based on MVCC 

concepts which include the following 1) a global 

timestamp allocation scheme 2) An efficient garbage 

collection scheme. 

In particular the work comprises of following 

contributions. 

• The scalability issues has being 

explored with the proposed locking 

mechanism that shows consistent 

performance in a hierarchical data 

structures.  

• It offers maximum degree of 

concurrency by supporting 

simultaneous execution of read-write 

operations which is not possible in the 

existing MGL locking protocols. 

The proposed CGVL algorithm have being 

evaluated against existing intention-lock-based 

locking mechanism and we have study their relative 

performances. The study presents scenarios under 

which CGVL outperform existing intension locking 

protocol. The results were obtained by using Java 

Sun JDK platform that shows significant 

performance in the system. 

The organization of the paper is as follows: In 

Section 2 literature review is being covered that 

comprises of existing locking approaches and their 

associated pros-cons. In Section 3 Phases of CGVL 

algorithm is being discussed. Section 4 quantitatively 

evaluate the effectiveness of CGVL and compare its 

performance with the existing intension based 

locking protocol. Section 5 provides conclusion. 

 

II. Related Work 
Some of the important work carried out in the field of multiple granularity and multi version locking protocols 

are discussed in table 1. 
Table 1: Literature Review 

Locking Technique Approach Pros Cons 

 

 
 

 

 
 

 

 
 

 

 
Multiple 

Granularity(MGL) 

 
 

Dom lock[11] The number of nodes being locked is being 

reduced. Thereby, graph traversal cost is being 
reduced by selecting an arbitrary dominator in 

the hierarchical tree structure. 

It does not support 

concurrency as the number of 
nodes being locked is being 

reduced. 

Numlock[12] In order to serve any MGL request it selects a 
locking combination which is optimal by using 

a greedy algorithm. It lies on the concept of 

interval locking to generate a subset for the 
given locking option. That generate a subset of 

the pare to-optimal options 

Concurrency does not 
increases as it is completely 

dependent on efficient thread 

synchronization. 

Hi-fi lock[30] In order to quickly checks the overlap region a 

novel indexing technique is being used. It 
quickly checks the overlap between two threads 

requested in a hierarchy. 

It is best suited when the 

number of transactions are 
less. 

Fine grained Locking[32] It considered objects as lowest level of 
granularity by creating an object graph which is 

used to create the parallel procedures. 

The memory overhead of the 
locks is being increased. 

Automatic Lock 

Placement Policy[19,20] 

A system that is being used for carrying out the 

lock placements is being used. A mapping 
function is generated between the lock and the 

data item that guards multiple nodes. 

Increase in Concurrency is not 

taken into account. 

Concurrent multi way 
tree algorithm[21] 

In order to represent concurrent left-child right-
sibling tree Packed Objects are being used to 

represent the ordering relationship. 

It does not reduces the 
overhead of recursive tree 

traversal 

Multiversion-Gist[22] It proposed a concurrent index structure based 

on MVCC and the Gist which provides long-
lasting read sessions. 

It has increased memory 

consumption 

 

 

 

 

 

 

 

 

 

 

Multi-Version read-log-

update (MV-RLU) 
[23] 

In the case of any update conflict, the MV-RLU 

avoids the waiting condition for an object 
reclamation by providing them the existing 

versions of a given object. 

Increased Memory 

consumption 

Starvation Freedom in 
Multi-Version OSTM 

(SF-MVOSTM)[24] 

In order to perform starvation-freedom the latest 
K-versions is being maintained corresponding to 

each key. 

Does not handle deadlock 
condition 

Time stamp based multi 

version[25] 

It ensures read-only transaction does not aborts 

by using timestamp to decide which version 

should be given to the transaction to perform its 

read operation. 

Inefficient garbage collection 
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III.  Design of CGVL Locking 

Protocol 
CGVL supports hierarchical locking mechanism 

that provides high robust performance under read and 

write intensive workloads. As depicted in figure 1 it 

adopts different phases: read, write and maintenance 

phase. 

Read Phase 

In the read phase each transaction entering into 

the system is being assigned a unique timestamp. In 

order to ensure that transaction T is serializable it 

must satisfy the following properties [30]: 

• Read Stability: During the execution of 

the transaction if a transaction T reads a 

particular version V1 of a record. We 

must ensure that the value of V1 will not 

be changed even at the end of the 

transaction. That is by no means V1 will 

not be replaced by any other version. 

This can be ensured by providing the 

suitable version to be read by the 

requesting transaction and avoiding any 

update on the particular version. 

• Phantom avoidance: It ensures that for 

each transaction scan an additional new 

version is not created. 

In our work we have created a specific function 

to process the read request as shown below: 

If (writeInProgress.contains 

(mulitGranularityVersionTableRow)) { 

Return 

mulitGranularityVersionTableRow.getPreviousD

ataVal () ;} 

ThreadContextKeeper.getContext 

().getWaitTimeList () 

.add (System.currentTimeMillis () - 

ThreadContextKeeper.getContext 

().getWaitStartTime ()); 

Return 

mulitGranularityVersionTableRow.getData (); 

 

Write Phase 

In this phase each write request consider two 

transactional request. The current transaction record 

which points to record that represent the version with 

which the transaction started and last commit 

transaction record which specify the record created 

when the transaction commits. To perform valid 

write transactional request any transaction Ta checks 

the following conditions: It ensures that there exist 

no other transaction Tm which started after Ta that 

tries to update the same data element then in that case 

Ta aborts. The pseudo code given below shows the 

working of the write phase. 

 

ThreadContextKeeper.getContext 

().getWaitStartTime (System.currentTimeMillis 

()); 

Synchronized 

(mulitGranularityVersionTableRow.getData ()) { 

Logger. Debug ("Locked by {} by thread {}", 

mulitGranularityVersionTableRow.getRouNum 

(), Thread.currentThread ().get Name ()); 

writeInProgress.add 

(mulitGranularityVersionTableRow); 

 mulitGranularityVersionTableRow.getData 

(mulitGranularityVersionTableRow.getData () 

mulitGranularityVersionTableRow.getPreviousD

ataVal 

(mulitGranularityVersionTableRow.getData ()); 

writeInProgress.remove 

(mulitGranularityVersionTableRow); 

Logger. Debug ("Released by {} by thread {}", 

mulitGranularityVersionTableRow.getRouNum 

(), Thread.currentThread ().get Name ()); 

ThreadContextKeeper.getContext().getWaitTime

List ().add (System.currentTimeMillis () - 

ThreadContextKeeper.getContext 

().getWaitStartTime ()); 

  

Maintenance Phase 

In this case we validate the record for the last 

commit record onwards. Each last commit record is 

associated with an increment version number which 

is being committed. Basically validation of a 

transaction T comprises of three main steps: 

• It checks if T’s read set is updated 

with the current global state 

• For each write request it looks for 

an intersection with T’s write set. 

• An obsolete version is being 

removed by the process known as garbage 

collection. 

Multi -Version 

Locking 

Time-Warp Multi-version 

algorithm (TWM)[26] 

It is based on the principle of time-wrap commit 

by allowing any update transaction to perform 
stale reads. 

Look into account timestamp 

counters for each transaction 
operations thereby increasing 

the computational overhead 

Novel MVCC 
implementation[27] 

It verifies that the (extensional) writes of any 
transaction that has committed recently do not 

overlap with the intentional read predicate space 

that belongs to some other transaction. 

Maintenance process becomes 
complex. 

Cicada [28] In order to support fast serializable concurrency 
control it relies on the concept of optimistic 

form of multi-version. 

Garbage collection technique 
is inefficient 

Multi-Version 
Concurrency Control with 

Closures (MV3C)[29] 

It handles the conflict among simultaneously 
running multiple transactions by partially 

aborting and restarting them instead of aborting. 

Restarting the transaction 
increases computational 

overhead 



 
 
 

935 

Copyright © Authors 
ISSN (Print): 2204-0595 

ISSN (Online): 2203-1731 

IT in Industry, Vol. 9, No.1, 2021 Published Online 15-March-2021 

The pseudo code for the maintenance phase is 

given below:- 

Synchronized 

(mulitGranularityVersionTableRow.getData ()) { 

Logger. Debug ("Locked by {} by thread {}", 

mulitGranularityVersionTableRow.getRouNum 

(), Thread.currentThread ().get Name ()); 

writeInProgress.add 

(mulitGranularityVersionTableRow); 

 

 
Fig 1: Phases of CGVL Locking Protocol 

 

IV.  Evaluation 

While In this section the performance of CGVL 

has being evaluated. As platform we have used 4 GB 

of RAM, comprising of a 64 bit windows XP 

installation. For our implementation we have used 

Sun JDK 1.5.0. In this environment the different java 

threads are being mapped to the kernel threads that 

are being scheduled by the operating system. In order 

to ensure consistent system conditions the 

background processes are disabled as much as 

possible so as to maintain consistent system 

conditions.  

Implementation using Java: The thread 

executes in a looping construct which performs 

locking and unlocking operation on the data item. On 

every run we configure the following parameters: i) 

The number of threads ii) The number of locked 

object iii) The duration of critical section (CPU 

Cycles).For each looping iteration the thread selects 

the locked object. Our result uses the average value 

obtained after 10 repetitions. 

We compare CGVL against state-of-the-art 

Intention Locking [7] protocol. Basically our test 

driver creates multiple threads under different 

scenarios which operate concurrently on the 

underlying data structure. We further capture the 

advantage of Multi version locking and blend in our 

proposed work. In order to evaluate the performance 

of Multi version locking we implement it under 

varying workload read/write ratio and number of 

concurrent transactions.  

 

Results :Implementing Multi version and 

Single version 

We first discussed the results of implementing 

Multi version locking and compare its performance 

with single version locking by considering the 

following parameters. 

a) Effects of varying workload read/write 

ratio: A key property of update transactions 

is the ratio between reads and writes. We 

explore the spectrum from a read-intensive 

workload having read/write ratio of 10:0 to a 

write-intensive workload having read/write 

ratio of 0:10.We designed a scenario which 

comprises of 10 transactions that perform 

their transactional operations depending on 

their number of read-write request. The 

detailed scenario covered is being shown in 

table 2. Interestingly, in table 3 we observe 

that for the read only transaction, the total 

execution time is same for both multi version 

and single version.  

However, the writes into the mix, where the lock 

avoidance logic   fails, and acquiring  read locks with 

the exclusive locks (resulting in an extended lock 

wait) that are held for the entire duration of the 

transaction in the case of single version database.    
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While in case of multi-version database the 

clashes between readers and writers are eliminated 

by acquiring only update locks during transaction 

life-time, and holding exclusive locks for a much 

shorter period primarily during the commit time. As 

shown in the figure 2 and 3 the execution time for the 

single version database keeps on increasing as we 

execute more of update transactions as compared to 

multi-version database. So, we conclude that the 

performance of multi version is better than single 

version database primarily because the readers and 

writers don’t conflict as when an updater writes a 

new version of a record, a read could continue 

reading the currently committed version of the record 

without any blockage. 

 

Table 2: Detailed Scenario for Single and Multi-version Locking (W: Write, R: Read) 

Ca

se 

No

. 

Mode 

of 

operati

on 

Transac

tion 1 

Transac

tion 2 

Transac

tion 3 

Transac

tion 4 

Transac

tion 5 

Transac

tion 6 

Transac

tion 7 

Transac

tion 8 

Transac

tion 9 

Transac

tion 10 

1 All 

write 

operatio

ns 

W W W W W W W W W W 

2 1 
Read,9 

write 

operatio
ns 

W W W W R W W W W W 

3 2 

Read,8 
Write 

operatio

ns 

R W W W R W W W W W 

4 3 
Read,7 

Write 

operatio
ns 

R W W R W W W R W W 

5 4 

Read,6 
Write 

operatio

ns 

R W R W W W R W R W 

6 5 

Read,5 

Write 
operatio

ns 

R W R W R W R W R W 

7 6 

Read,4 
Write 

operatio

ns 

R W R W R R W R W R 

8 7 

Read,3 

Write 
operatio

ns 

R W R W R R W R R R 

9 8 

Read,2 
Write 

operatio

ns 

R W R R R R R W R R 

10 9 

Read,1

Write 
operatio

ns 

R R R R R W R R R R 

11 All 
Read 

operatio

ns 

R R R R R R R R R R 
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  Table 3: Execution time taken by Single and Multi-Version 
 

     

 
 

 

 
 

 

 
 

 

 
 

 

 
 
 
 
 

 

 
Fig 2: Varying read-write ratio 

 

 
Fig 3: Comparative Analysis 

b) Effect of varying contention: We control the 

degree of contention by varying the transactions size 

in case of both single version and multi version 

database. As we increases the number of transactions 

from 10 to 30, we observed that existing multi 

version outperforms the single version database 
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Single 
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Multi 
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1 0_10(0 Read 10 Updates)            118.50 

 

115.20 

2 1_9(1 Read 9 update) 103.51 95.20 

3 2_8(2 Read 8 Update) 92.82 82.14 

4 3_7(3 Read 7 Update) 83.98 73.34 

5 4_6(4 Read 6 Update) 77.12 65.19 

6 5_5(5 Read 5 Update) 66.91 54.60 

7 6_4(6 Read 4 Update) 57.30 44.34 

8 7_3(7 Read 3 Update) 49.68 37.79 

9 8_2(8 Read 2 Update) 41.82 31.19 

10 9_1(9 Read 1 Update) 36.64 27.65 

11 10_0(10 Read 0 Update) 15.24 13.44 
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primarily because with the increase in number of 

transactions as shown in figure 4, 5, 6 the contention 

is increased significantly between the read locks of 

long running read-only transactions and the write 

locks (exclusive locks) of update transactions in a 

single version database. This increased contention is 

less significant in case of multi-version as a result 

their execution time is significantly less for mix of 

read-write tranasctions.Thus, we performed a 

comparative analysis as being shown in figure 7, 8, 9 

that validate our work by showing the effectiveness 

of multi version over single version locking under 

different workloads. 

 

         

             Fig 4: Varying Workload for 10 transactions                                   Fig 5: Varying Workload for 20 transactions       

 
 

 

Figure 6: Varying Workload for 30 transactions 
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Fig 7: Comparative Analysis for 10 transactions               Fig 8: Comparative Analysis for 20 transactions 

                    

 

Fig 9: Comparative Analysis for 30 transactions

Results: Implementing CGVL and MGL 

Next we implement CGVL and existing MGL by 

considering a scenario which comprises of 10 

transactions with 15 different cases where each case 

represent the different locking modes. The system 

conditions and resources are kept same for both the 

protocols. We then implement them to compare their 

performance by considering the following 

parameters. 

a)  Effect of varying contention: We study 

the effect of varying contention by changing 

the read-write ratio and then analysing 

performance of the system by considering 

its total execution time in each cases. The 

results are derived by executing 10 

transactions on 15 different cases as shown 

in table 4. The two protocols are executed 

in JDK environment where CGVL support 

certain operations that are executed 

concurrently which MGL doesn’t permit. 

This thereby lead to the improvement of 

existing compatibility matrix of MGL 

thereby converting the non-supporting 

locking modes into supporting locking 

modes as shown in table 5. 

 
 

 

0.00
20.00
40.00
60.00
80.00

100.00
120.00
140.00

0
_1

0
(0

 R
ea

d
 1

0
…

1
_9

(1
 R

ea
d

 9
…

2
_8

(2
 R

ea
d

 8
…

3
_7

(3
 R

ea
d

 7
…

4
_6

(4
 R

ea
d

 6
…

5
_5

(5
 R

ea
d

 5
…

6
_4

(6
 R

ea
d

 4
…

7
_3

(7
 R

ea
d

 3
…

8
_2

(8
 R

ea
d

 2
…

9
_1

(9
 R

ea
d

 1
…

1
0

_0
(1

0
 R

ea
d

 0
…

Ex
ec

u
ti

o
n

 t
im

e 
in

 m
s

Varying read-write ratio

Comparative Analysis for 10 Tranasctions

Single-Version Mutli-Version

0
1000
2000
3000
4000
5000
6000
7000
8000

0
_2

0
(0

 R
ea

d
 2

0
…

2
_1

8
(2

 R
ea

d
 1

8
…

4
_1

6
(4

 R
ea

d
 1

6
…

6
_1

4
(6

 R
ea

d
 1

4
…

8
_1

2
(8

 R
ea

d
 1

2
…

1
0

_1
0

(1
0

 R
ea

d
…

1
2

_8
(1

2
R

ea
d

 8
…

1
4

_6
(1

4
 R

ea
d

 6
…

1
6

_4
(1

6
 R

ea
d

 4
…

1
8

_2
(1

8
 R

ea
d

 2
…

2
0

_0
(2

0
 R

ea
d

 0
…

Ex
ec

u
ti

o
n

 t
im

e 
in

 m
s

Varying read-write ratio

Comparative Analysis for 20 Tranasctions

Single-Version Multi-Version

0
2000
4000
6000
8000

10000
12000
14000

0
_3

0
(0

R
ea

d
 3

0
…

1
_2

9
(1

R
ea

d
 2

9
…

2
_2

8
(2

R
ea

d
 2

8
…

3
_2

7
(3

R
ea

d
 2

7
…

4
_2

6
(4

R
ea

d
 2

6
…

5
_2

5
(5

R
ea

d
 2

5
…

6
_2

4
(6

R
ea

d
 2

4
…

7
_2

3
(7

R
ea

d
 2

3
…

8
_2

2
(8

R
ea

d
 2

2
…

9
_2

1
(9

R
ea

d
 2

1
…

1
0

_2
0

(1
0

R
ea

d
…

1
1

_1
9

(1
1

R
ea

d
…

1
2

_1
8

(1
2

R
ea

d
…

1
3

_1
7

(1
3

R
ea

d
…

1
4

_1
6

(1
4

R
ea

d
…

1
5

_1
5

(1
5

R
ea

d
…

1
6

_1
4

(1
6

R
ea

d
…

1
7

_1
3

(1
7

R
ea

d
…

1
8

_1
2

(1
8

R
ea

d
…

1
9

_1
1

(1
9

R
ea

d
…

2
0

_1
0

(2
0

R
ea

d
…

2
1

_9
(2

1
R

ea
d

 9
…

2
2

_8
(2

2
R

ea
d

 8
…

2
3

_7
(2

3
R

ea
d

 7
…

2
4

_6
(2

4
R

ea
d

 6
…

2
5

_5
(2

5
R

ea
d

 5
…

2
6

_4
(2

6
R

ea
d

 4
…

2
7

_3
(2

7
R

ea
d

 3
…

2
8

_2
(2

8
R

ea
d

 2
…

2
9

_1
(2

9
R

ea
d

 1
…

3
0

_0
(3

0
R

ea
d

 0
…

Ex
ec

u
ti

o
n

 t
im

e 
in

 m
s

Varying read-write ratio

Comparative Analysis for 30 Transactions

Single-Version Multi-Version



 
 
 

940 

Copyright © Authors 
ISSN (Print): 2204-0595 

ISSN (Online): 2203-1731 

IT in Industry, Vol. 9, No.1, 2021 Published Online 15-March-2021 

Table 4: Detailed Scenario for CGVL and Multiple Granularity Locking (W: Write, R: Read) 

C

a

s

e 

N

o. 

Loc

k 

Mod

es 

Supp

ortin

g 

Statu

s 

Thread 

1 

Thread 2 Thread 3 Thread 4 Thread 5 Thread 6 Thread 7 Thread 8 Thread 9 Thread 10 

1 IS-

IS 

Yes R|1 R |2 R|3 R|4 R|5 R|6 R |7 R|8 R|9 R|10 

2 IS-
IX 

Yes R|1 W|2 R|3 W|4 R|5 W|6 R|7 W|8 R|9 W|10 

3 IS-S Yes R|1,2,3,

4,5 

R|1 R|5,6,7,8,9

,10,11,12 

R|2 R|3 R|4 R|1,2,3,4,5 R|4 R|5 R|1,2,3,4,5

,6 

4 IS-
SIX 

Yes R|1,2,3,
4,5,6,7,

8,9,10,1

1,12-
W|1 

R|1 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|2 

R|2 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|3 

R|3 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|4 

R|4 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|5 

R|5 

5 IS-X No R|1 W|1,2,3,4

,5,6,7,8,9,
10,11,12 

R|2 W|1,2,3,4,

5,6,7,8,9,1
0,11,12 

R|3 W|1,2,3,4,

5,6,7,8,9,1
0,11,12 

R|4 W|1,2,3,4,

5,6,7,8,9,1
0,11,12 

R|5 W|1,2,3,4,

5,6,7,8,9,1
0,11,12 

6 IX-

IX 

Yes W|1 W|2 W|3 W|4 W|5 W|6 W|7 W|8 W|9 W|10 

7 IX-S No W|1 R|1,2,3,4,

5,6,7,8,9,

10,11,12 

W|2 

 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

W|3 R|1,2,3,4,5

,6,7,8,9,10

,11,12 

W|4 R|1,2,3,4,5

,6,7,8,9,10

,11,12 

W|5 R|1,2,3,4,5

,6,7,8,9,10

,11,12 

8 IX-
SIX 

No W|1 R|1,2,3,4,
5,6,7,8,9,

10,11,12-

W|1 

W|2 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|2 

W|3 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|3 

W|4 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|4 

W|5 R|1,2,3,4,5
,6,7,8,9,10

,11,12-W|5 

9 IX-

X 

No W|1 W|1,2,3,4

,5,6,7,8,9,

10,11,12 

W|2 W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|3W W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|4 W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|5 W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

1

0 

S-S Yes R|1,2,3,

4,5,6,7,

8,9,10,1
1,12 

R|1,2,3,4,

5,6,7,8,9,

10,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12 

1

1 

S-

SIX 

No R|1,2,3,

4,5,6,7,
8,9,10,1

1,12 

R|1,2,3,4,

5,6,7,8,9,
10,11,12-

W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|2 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|3 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|4 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|5 

1

2 

S-X No R|1,2,3,

4,5,6,7,
8,9,10,1

1,12 

W|1,2,3,4

,5,6,7,8,9,
10,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

 

W|1,2,3,4,
5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1
0,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

W|1,2,3,4,

5,6,7,8,9,1
0,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

W|1,2,3,4,

5,6,7,8,9,1
0,11,12 

R|1,2,3,4,5

,6,7,8,9,10
,11,12 

1

3 

SIX-

SIX 

No R|1,2,3,

4,5,6,7,
8,9,10,1

1,12-

W|1 

R|1,2,3,4,

5,6,7,8,9,
10,11,12-

W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

R|1,2,3,4,5

,6,7,8,9,10
,11,12-W|1 

1

4 

SIX-

X 

No R|1,2,3,

4,5,6,7,

8,9,10,1
1,12-

W|1 

W|1,2,3,4

,5,6,7,8,9,

10,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12-W|1 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12-W|1 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12-W|1 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

R|1,2,3,4,5

,6,7,8,9,10

,11,12-W|1 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

1

5 

X-X No W|1,2,3

,4,5,6,7,

8,9,10,1
1,12 

W|1,2,3,4

,5,6,7,8,9,

10,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 

W|1,2,3,4,

5,6,7,8,9,1

0,11,12 
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    Table 5: Improved Locking Modes in CGVL 

 

 

 

The total execution time taken in each case has being 

calculated as shown in table 6.The figure 10 shows 

the improvement of CGVL over existing MGL. 

 

     Table 6: Execution time for MGL and CGVL 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
       Fig 10: Effect of varying contention 

b) Stress  Test Implementation: .In order to  test the 

scalability of CGVL against intention locks (IL) we 

next came up with the designing of a synthetic test 

bench that execute the two protocols by varying the 

number of transactions and comparing their 

performances. The same amount work is being 

assigned to each thread and we measure the overall 

execution time taken for the threads. The number of 

threads in our implementation varies from 10 to 50. 

We have fragmented our results into two cases 

comprising of 1) Improved Locking Modes  2) Non-

Improved Locking Modes. 

 

 

1) Improved Locking Modes: 

We now present the effect of changing the 

number of transactions on the system in case of 

improved locking modes. It is clearly observed that 

there is an enhanced performance of the applications 

as we vary the underlying locking mechanisms for 

the operations of similar type. Conventional 

multiple granularity does not support higher degree 

of concurrency as compared to CGVL in case of (IS-

X, IX-S, S-SIX, and S-X) under different set of 

transactions being executed (10-50). Basically, as 

the number of threads increases, the overhead 

incurred gets compensated by the improved degree 

of concurrency (on an average 20% performance 

improvement over MGL) has being obtained. 

 Figure 11-15 depicts the execution time which 

varies with respect to the different distributions. In 

order to control the distribution, the threads are 

restricted to access only a particular set of data 

items. The X-axis shows the improved locking 

modes while Y-axis represent the execution time 

taken by the transactions. We conclude that CGVL 

is one of the most promising locking protocol in 

hierarchical structure.  

As it exhibits enhanced performance compared 

to the existing multiple granularity locking protocol 

our work and we conclude that which does not 

support the locking operations of concurrent 

transactions in this particular locking modes. Figure 

16-17 shows the percentage of improvement 

attained in each case which validate our work and 

we conclude that proposed CGVL is better than the 

existing MGL locking protocol. 
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Lock 

Modes 

MGL 

(msec) CGVL(msec) 

1 IS-IS 152 145 

2 IS-IX 199 187 
3 IS-S 130 124 
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5 IS-X 2178 1800 
6 IX-IX 370 350 
7 IX-S 551 459 
8 IX-

SIX 
560 545 
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12 S-X 2600 2100 
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2211 2200 

14 SIX-X 4111 3997 
15 X-X 4321 4254 
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           Fig 11: Improved Locking Modes for 10Transactions 

 
 

 
 

 
 

 

 
 
 

           Fig 12: Improved Locking Modes for 20Transactions 

 
 

            

 
  

     

            

 
 
               

        
    Fig 13: Improved Locking Modes for 30 transactions                                      Fig 14: Improved Locking Modes for 40 transactions 
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Fig 15: Improved Locking Modes for 50 transactions 

                                     

 
 

 

 
 Fig 16:Improvement Analysis 

 
Fig 17: Trend line graph for Improved Locking Modes 
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2) Non-Improved locking modes: 

In this section  we took up the (S-S,X-X,IS-

IS,IS-S,IX-X ) locking modes and study their effect 

on the two locking environment as shown in figure 

18-22.We noticed that they takes almost same time 

to execute for the transactional operations that are 

being executed in X-X and IX-IX locking modes. 

However, for the other locking modes (IS-IX, IS-

SIX, IX-SIX, SIX-SIX, SIX-X) there is slight 

considerable improvement on an average of 5% is 

being noticed. The figure 24 provides the analysis of 

different locking modes in CGVL environment that 

provides a conclusion that our proposed approach is 

better than the MGL locking protocol. 

 

 

                           
   Fig. 18: Non-moved Locking Modes for 10 transactions                             Fig 19: Non-moved Locking Modes for 20 transactions 

 

                     
    Fig 20: Non-Improved Locking Modes for 30 transactions                           Fig 21 : Non-Improved Locking Modes for 40 transactions 
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Fig 22:  Non-Improved Locking Modes for 50 transactions 

 

 

 

Conclusion 
We proposed an effective locking scheme 

namely Collaborative Granular Version Locking 

(CGVL) which works on the principle by combining 

the query capabilities and flexibility features from the 

Multiple Granularity locking (MGL) that is being 

successfully integrated with the high concurrency 

offered by Multi Version. The concurrency of the 

system has been improved by maintaining a series of 

version at each granular level so as to allow the 

concurrent execution of read and write operation on 

the data item. In this work the model predicts the 

performance of the system which is based on several 

parameters such i) The number of threads ii) The 

number of locked object iii) The duration of critical 

section (CPU Cycles) which significantly supports 

the achievement of enhanced concurrency. We have 

been able to validate our work by using a Java Sun 

JDK environment, which shows that our CGVL 

perform better compared to the existing MGL 

methods. In particular, CGVL attains 20% reduction 

in execution time for the locking operation as it is 

able to convert some of the non-supporting locking 

modes into supporting locking modes thereby 

improved the compatibility matrix. 
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