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Abstract—A real-world intelligent system consists of three 

basic modules: environment recognition, prediction (or 

estimation), and behavior planning. To obtain high quality 

results in these modules, high speed processing and real time 

adaptability on a case by case basis are required. In the 

environment recognition module many different algorithms and 

algorithm networks exist with varying performance. Thus, a 

mechanism that selects the best possible algorithm is required. To 

solve this problem we are using an algorithm selection approach 

to the problem of natural image understanding. This selection 

mechanism is based on machine learning; a bottom-up algorithm 

selection from real-world image features and a top-down 

algorithm selection using information obtained from a high level 

symbolic world description and algorithm suitability. The 

algorithm selection method iterates for each input image until the 

high-level description cannot be improved anymore. In this paper 

we present a method of iterative composition of the high level 

description. This step by step approach allows us to select the 

best result for each region of the image by evaluating all the 

intermediary representations and finally keep only the best one. 
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I.  INTRODUCTION 

The complexity and the diversity of the environment make 
the robust real world information processing at most 
satisfactory and only for some particular applications. Such 
low reliability is partially due to the limited suitability of 
algorithms used for the processing of real world information 
(Fig. 1): each algorithm provides the best result for a particular 
set of environmental configurations (conditions). The common 
approach to solve this problem is an incremental increase of the 
algorithm’s functionality that takes into account the newly 
encountered environmental configurations. This approach 
however often results in algorithms with very high complexity, 
limited scalability and continuously decreasing performance; a 
single aggregated algorithm cannot always robustly process the 
real-world information for all available conditions. But such 
robust performance is crucial in many real world applications 
such as intelligent cars or service robots. 

In this paper we describe an algorithm selection approach 
to image processing and to the problem of image symbolic 
segmentation. The described algorithm selection framework 
uses a bottom-up and a top-down feedback that iteratively 
constructs an optimal high level image description. That is, 
given a set of algorithms and a set of distinctive features 
computed on the input images, the selection paradigm allows 
using the best algorithm on a case by case basis. From the input 
image features are extracted and a best algorithm selected. The 
result is a description of image content by a set of regions and 
labels. The obtained description is then verified on a symbolic 
level and a contradiction is generated. The contradiction is used 
to generate a hypothesis that resolves the contradiction. Then 
using the hypothesis a new algorithm is selected and a new 
description is obtained by merging the previous and the new 
description. This process is iterated until the high level 
description cannot be improved anymore. 

The main contribution of this paper is the introduction and 
description of a method of merging the various high level 
descriptions and the contradiction resolution. The merging of 
the high-level hypotheses is an important part in the algorithm 
selection platform and a correct hypotheses merging is required 
to improve the overall result of the platform. 

 

Fig. 1. Many algorithms are suitable for the same problems depending on the 

environmental conditions. 
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This paper is organized as follows. Section II presents the 
algorithm selection framework. Section III describes the 
application of the platform to the problem of symbolic 
segmentation. Section IV briefly explains the algorithm 
selection mechanism using Bayesian Network and Section V 
introduces the verification process. Finally Section VI 
describes the high-level description merging and Section VII 
concludes the paper and discusses future work. 

II. THE ALGORITHM SELECTION PLATFORM 

The algorithm selection paradigm was originally introduced 
by Rice [1] and since various but only a relatively small 
amount of applications and studies have been made. Previous 
works related to image processing includes mainly the work of 
Yong [2] that used algorithm selection for segmentation in 
noisy artificial images and by Takemoto [3] that used 
algorithm selection to determine the best edge algorithm for 
edge detection in biological images. With respect to general 
robotic processing [4, 5] the concept of algorithm selection was 
introduced into the middle and high level processing of natural 
image segmentation and understanding. In particular, in [4] the 
algorithm selection was used to improve the segmentation of 
natural images. 

The algorithm-selection framework is shown in Fig. 2. 

The system operates as follows: 

 A first cycle of processing starts with the features of the 
whole input image are extracted (Box 2) and are used as 
input to the algorithm selection mechanism (Box 3) that 
determines what algorithms should be used for 
processing the image (Box 1). The result of the 
processing is a high level description and thus the 
selection process select algorithms in all level of 
processing. The high level description is then verified 
(Box 4) for the correctness of the symbolic content and 
is analyzed for the existence of a logic contradiction. If 
contradiction was not detected the processing stops. 

 A second cycle starts when a contradiction was detected 
in the high level description. The contradiction is used 
to extract features from the region where the 
contradiction is located (Box 2). At the same time, the 
contradiction and the high level description are used to 
generate hypothesis resolving the contradiction in the 
high level description (Box 5). The resulting 
information: region features, high level description and 
user specified context information are used as input 
nodes to a Bayesian Network (Box 3); Bayesian 
Network is only one of various possible algorithm 
selection methods such as machine learning, logical 
induction and so on. The output of the BN is a set of 
different algorithms that are applied only to the 
extracted region. The result of processing of the 
contradiction region is merged back into the whole 
image (Box 6). The new high level description is 
verified again and if contradiction occurs the process is 
repeated. This loop is repeated until there is no more 
contradiction in any region of the image. 

 

 

Fig. 2. Algorithm selection based platform for image understanding. 

Note that the high-level representation is validated by the 
correct set of algorithms: only the correct algorithms will 
generate description without contradiction. Such processing 
however requires many processing cycles to obtain the desired 
result. This is due to the fact that each of the mechanism in the 
loop is in generally inaccurate and various combinations of 
algorithms needs to be tested to obtain a high level 
representation without contradiction [5]. Such requirement of 
high speed processing and many various algorithms is an ideal 
application for high speed reconfigurable VLSI implementation 
[6]. Consequently, in each iteration the algorithm must be 
selected carefully in order not to accumulate error but to ensure 
the overall convergence. 

The algorithms used in this platform are highly 
heterogeneous. In the preprocessing level edge detection, noise 
removal, smoothing and color transformations are available. 
Some examples of algorithms are Canny or Prewitt edge 
detection. The segmentation contains various algorithms and 
various features extraction that these algorithms require. 
Examples of features required for segmentation are salience, 
histogram of oriented gradients [7] or simply brightness. 
Segmentation algorithms such as Global probability of 
boundary [8], maximally stable extremal regions, Normalized 
Cut [9], Salience Based Segmentation [10] can be used. The 
recognition processing contains only two distinct algorithms 
because recognition algorithms are a special case of pattern 
matching. The available algorithms are SVM matching [11] 
and components matching using SVM [12], and a Bayesian 
network approach. In the final level of processing - the 
understanding - algorithms in general can be divided into two 
categories: logic and probabilistic. However in this work our 
focus is mainly on the diversity of algorithms in the first three 
level of processing [5]. 

The most important fact is that the various algorithms in the 
proposed processing levels are highly heterogeneous and even 
within a same level the variety is relatively high. Moreover 
because the processing is adaptively changed not only for 
every image but also for various regions in the image, a real-
time platform requires a high-speed platform permitting both 
the high speed of processing and of reconfiguration. 
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III. ALGORITHM SELECTION FOR IMAGE SYMBOLIC 

SEGMENTATION 

The algorithm selection platform described in this paper is 
applied to the problem of semantic segmentation of real-world 
images. The semantic segmentation is a task where an image is 
segmented to a set of regions and then each region is assigned 
one label from the available labels. In this paper we are using 
the VOC 2011 image database that requires a labeling into 21 
possible labels. These labels are: airplane, bicycle, bird, boat, 
bottle, bus, car, cat, chair, cow, dining table, dog, horse, 
motorbike, person, potted plant, sheep, sofa, train, TV monitor 
and background. 

To apply the algorithm selection we are using two well 
established algorithms from [11, 13-15]. Both of the algorithms 
take an input image and output a symbolic segmentation. 
Examples of outputs of both algorithms are shown in Fig. 3. 

A. Algorithm Evaluation 

The algorithms have been evaluated using the F-measure 
[16]. It is a common measure to determine the correctness of 
segmentation by evaluating both the true-negatives as well as 
the false-positives. Because the algorithms used in this work 
perform symbolic segmentation, the evaluation can be 
discretely quantized. The incorrect labeling generates a score of 
0; while the correct labeling generates a score of 1. The F-
measure of the segmentation results in a score in the range of 
[0,1] with 0 being no segmentation at all and 1 being perfect 
segmentation. Perfect segmentation means that the obtained 
segments match completely with the reality. Consequently the 
best possible result (correct labeling and perfect segmentation) 
results in a score value of 2. 

In semantic segmentation the extreme failures can be 
categorized in three different categories, Fig. 4. The top row in 
Fig. 4(a) shows a nil result because the algorithm did not find 
any suitable segmentation or correct labeling. Fig. 4(b) shows 
good labeling but bad segmentation; and Fig. 4(c) shows good 
segmentation with bad labeling. 

 

Fig. 3. Example outputs of the used algorithms for semantic segmentation. 

 

Fig. 4. Examples of extreme cases of failed semantic segmentation. 

IV. BAYESIAN NETWORK ALGORITHM SELECTION 

The algorithms are selected based on their advantages and 
disadvantages. The advantages and disadvantages are extracted 
by the analysis of the training and validation data. In particular, 
for each algorithm we extract advantages by searching the 
common properties (image features, region attributes, and 
labels) for all output results where a particular algorithm is the 
best. The advantages and disadvantages are represented by a 
set of properties that are quantified into discrete levels and are 
used as inputs to the Bayesian Network.  

The Bayesian Network used is depicted in Fig. 5. The input 
nodes and the structure of the algorithm were obtained after a 
minimization procedure described in [5]. 

The obtained input nodes represent the advantages and 
disadvantages of each algorithm used and thus depending on 
the algorithm the nodes will be changed accordingly. Here the 
advantages and disadvantages have been obtained by careful 
study of result cases such as those shown in Fig. 3. The 
analysis of the advantages and disadvantages is not the focus of 
this paper but for clarity we describe the main steps. From the 
initial results of the available algorithms, only the so called 
Min-Max data set is extracted. In a Min-Max dataset, one of 
the algorithms' results is of very high quality while all other 
algorithms' results are very bad. Such input images describe the 

  

Fig. 5. Bayesian network used for algorithm selection. 
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outstanding advantages of each algorithm. Each image is then 
analyzed using a set of predetermined features until the feature 
ranges are identified. The identified features and their ranges 
are then used to design algorithm specific input nodes to the 
BN. 

V. HIGH-LEVEL VERIFICATION 

The processing starts by extracting features from the input 
image, selecting the best algorithm and generating a high-level 
description, Fig. 6. Once a high-level description is obtained it 
is verified by a set of verification tests. These tests include 
objects proximity test, objects size test and objects co-
occurrence tests. Each test is performed using a co-occurrence 
matrix obtained from training data. The whole verification 
system is depicted in Fig. 7. The verification starts from the 
result of symbolic segmentation or from the result of 
recognition with localization. First the overlap is estimated by 
comparing the various detected objects to a set of patterns for 
estimating the overlap. There are only two generic patterns and 
they are depicted in Fig. 8. The pattern form Fig. 8(a) is based 
on the fact that if a region is being partially surrounded by 
another larger region there is a probability that the partially 
surrounded region is overlapping (white rectangle in Fig. 8(a)) 
with the neighboring region. The next pattern is shown in Fig. 
8(b), where the white region is splitting the dashed region into 
to separate parts. This type of overlap is detected by looking 
for two regions of the same type separated by a region of 
another type. Finally the last type of overlap detects a smaller 
object being completely surrounded by a larger region in the 
background as shown in Fig.8(c). The estimated overlap 
information is used to determine the relative position of the 
neighboring regions in the depth of the image (Fig. 7). The 
estimated depth then allows to adjust the various sizes of the 
regions in the image. This adjustment is necessary to allow 
objects of various sizes be scaled proportionally to their 
distance from the focus point. Such scaled objects then can be 
evaluated for their relative size table. The second component of 
the verification is based on relative position. Each region's 
center of gravity is extracted and relative position for each two 
regions is recorded. The obtained relative size and relative 
position data is entered into co-occurrence matrices generated 
form training data. There are four co-occurrence matrices for 
the relative position, one for each direction in a 2D space. If the 
 

 

Fig. 6. First pass of processing. 

 

Fig. 7. The general flow of the verification and hypothesis generation. 

scaled output from the four relative position and the one 
relative size co-occurrence matrices is larger than 0.5 we 
conclude that the current region under consideration contains a 
contradiction. 

If a contradiction is detected, the region under 
consideration is used to extract lines representing the object in 
the region. The image from which the lines are extracted is a 
black and white result of symbolic segmentation and thus no 
textures or complex colors exists in the image. The Hough 
transform is applied only to the border of the region containing 
the contradiction and lines are classified in a histogram that is 
used to estimate the object that best matches the histogram. 
The estimated object label is the hypothesis used in later steps 
of processing. Fig. 9 shows the hypothesis generation and the 
region selected for re-processing. This time features are 
extracted only from the region under consideration and 
together with the hypothesis (that should remove the 
contradiction) constitutes new inputs to the Bayesian Network. 

 

Fig. 8. The patterns used to estimate overlap of neighboring objects. 
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Fig. 9. The contradiction from the verification is used to indicate which 

regions should be reprocessed. 

VI. HIGH-LEVEL REPRESENTATION REWRITING 

The obtained hypothesis candidate from the verification 
process is now used for the top-down feedback. First the 
original region containing the label to be changed is used to 
extract features. The features extracted are: brightness, Gabor 
edges, FFT, wavelets, contrast, accutance, gist [17], RGB 
colors, region properties (of black-and-white and gray scale 
image obtained using the regionprops function in Matlab) and 
64 different textures (obtained from the source code from [16]). 

The principle of selecting regions and replacing old one is a 
priority replacement. The priority of each result whether it is a 
full replacement or region based replacement depends on 
whether the new combined representation removes the 
contradiction under consideration. Our example shows that the 
algorithm selection replaces a part of the background by a 
labeled region indicating the person.  

Notice that in this case the contradiction was resolved by 
simple substitution: the obtained result was in accord with the 
generated hypothesis. However this is not always the case 
because the hypothesis that would remove the contradiction 
might never be obtained by any available algorithms. 

 

Fig. 10. Example of merging new hypothesis with original high level 

description and contradiction resolution. 

In such case an alternate hypothesis can be selected. In the 
current status, the verification and hypothesis generation 
generates 20 hypotheses each with a probability with 
correctness. The algorithm stops if the new result description 
contains a hypothesis that has a probability of correctness 
smaller than the current one. Otherwise all hypotheses above 
the current probability of correctness are tested. 

VII. CONCLUSION 

In this paper we presented an algorithm selection platform 
for the symbolic image segmentation. The platform iteratively 
rewrites the final result until no more improvements are 
possible. This is either because no new algorithms can be 
selected (all have been tested) or when there is no more 
contradiction.  

The future work includes the usage of more algorithms and 
to analyze the selection mechanism for larger number of labels. 
Additionally a more powerful high-level description verifier 
such that is not using co-occurrences is to be investigated. 

As a future extension of this work, the algorithm selection 
requires improvements in the quality of the algorithm selection. 
Moreover, it is important to develop the packet generation 
mechanism such as an address generation unit which generates 
a series of packets with regular destination addresses for further 
reduction of the configuration memory size. 
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