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Abstract—Outlier detection (OD) is widely used in many fields, 

such as finance, information and medicine, in cleaning up datasets 

and keeping the useful information. In a traffic system, it alerts the 

transport department and drivers with abnormal traffic situations 

such as congestion and traffic accident. This paper presents a 

density-based bounded LOF (BLOF) method for large-scale 

traffic video data in Hong Kong. A dimension reduction by 

principal component analysis (PCA) was accomplished on the 

spatial-temporal traffic signals. Previously, a density-based local 

outlier factor (LOF) method on a two-dimensional (2D) PCA-

proceeded spatial plane was performed. In this paper, a three-

dimensional (3D) PCA-proceeded spatial space for the classical 

density-based OD is firstly compared with the results from the 2D 

counterpart. In our experiments, the classical density-based LOF 

OD has been applied to the 3D PCA-proceeded data domain, 

which is new in literature, and compared to the previous 2D 

domain. The average DSRs has increased about 2% in the PM 

sessions: 91% (2D) and 93% (3D). Also, comparing the classical 

density-based LOF and the new BLOF OD methods, the average 

DSRs in the supervised approach has increased from 94% (LOF) 

to 96% (BLOF) for the AM sessions and from 93% (LOF) to 95% 

(BLOF) for the PM sessions. 

Keywords—outlier; density-based; local outlier factor; 

supervised approach; traffic data 

I.  INTRODUCTION 

Data is available everywhere growing in volume every day 
and minute in every domain. There are lots of data mining 
techniques of classification, clustering, association rule mining 
to deal with every data domain. Meanwhile, OD [1],[2] is the 
main way to detect and identify outliers (a.k.a. anomalies, errors) 
in order to clean a dataset, especially useful for massive or big 
dataset, and help keep useful information for the users. At first, 
an outlier is usually defined as an observation (or a datum) 
deviated from other observations. Hence, how much deviation 
from the others is regarded as an outlier? In most situations, an 
outlier is a data point generated accidentally, or in other words, 
by a different mechanism of the majority in data. This research 
aims to uncover such mechanism and perform an effective OD. 

OD has been widely used in fraud detection [3], patient vital 
sign detection in medical care [4], intrusion detection [5], 
detecting measure errors [6], inspecting defects in automation 

 
[7],[8],[9], etc. For example, manual operators at the traffic 
control surveillance system (TCSS) are required to monitor the 
real-time traffic situation and discover any abnormal traffic 
situations (i.e. outliers). They would report any transportation 
problems and offer instant responses as soon as possible. A 
common series of outliers in traffic data are detector faults [10], 
transmission distortion [10], traffic accident [10], abnormal 
traffic behaviors [6], etc. There are two types of outliers. One is 
caused by measurement error. The other one is due to real traffic 
anomaly. A promising OD method should be able to detect 
outliers accurately and make less erroneous judgement on inlier 
data. In the literature, a number of OD methods have been 
reported, namely learning-based [3], statistical-based [6], 
proximity-based [3] and ranking-based [11] approaches.  

In performance evaluation, the OD results can be affected by 
the settings. For example, the range of threshold boundaries can 
be adjusted to judge a testing point is an outlier or not. In this 
research, OD is performed on a large-scale traffic video data 
collected by a video camera at a 4-arm junction in Hong Kong 
(Fig. 1(a)(b)). The video data is further converted as traffic 
dynamic and traffic flow, as spatial-temporal (ST) signals (Fig. 
1(c)(d)). There are 19 ST signals in total with respect to each 
traffic direction at the junction. Since the ST signals are in high 
dimensions, a PCA is applied to reduce the 

  
(a) 4-arm junction 

 

(b) The real scene 

  

(c) Entries E, W, N are normal (d) Entry S is abnormal 

Fig. 1. (a) The 4-arm junction; (b) the real scene; (c) normal ST signal; (d) 

abnormal ST signal. 
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dimension by projecting the ST signals as 2D/3D data points (i.e. 
each data point is extracted from first two/three leading 
coefficients in the PCA expression of each signal). In this paper, 
a bounded density-based LOF OD will be presented and applied 
in the PCA-proceeded 2D/3D domains of the traffic data. 

The motivation of this research is three-folded: (1) In order 
to monitor the traffic system, it needs a clean data collection. 
However, the original collected traffic data often carries some 
noises and errors, which would be regarded as outliers. Hence, 
it needs to have a reliable OD initially for any further traffic 
incident detection; (2) OD has been widely used in many 
domains, such as credit fraud detection [12], medical care [4], 
etc., but less in traffic flow analysis; (3) Many OD methods are 
often applied on data points in the 1D or 2D domains. They are 
rarely performed in the 3D domain. This paper attempts to 
evaluate the density-based OD method on the 3D domain. 

The objectives of this research are firstly to characterize 
different data models, such as original ST signals, after PCA- 
processed data in the 2D/3D domains in order to utilize their 
features to solve the OD problem. Secondly, it aims to apply a 
suitable OD method on different data dimensionalities and 
evaluate its performance. The contributions of this research are 
as follows. 

1. The classical density-based OD method was evaluated in the 
3D PCA-proceeded data domain and compared with the 
results of the previous 2D domain. Herein, its DSRs has been 
improved from 97.5% (2D) to 98.5% (3D) in the semi-
supervised approach and the DSR has increased from 93% 
(2D) to 93.5% (3D) in the supervised approach.  

2. The new BLOF method is proposed. The semi-supervised 
approach in the new BLOF method obtains similar results 
and the supervised-approach generates a better result. 
Specially, the DSR of the supervised-approach has increased 
2.5% in the 2D domain, but the semi-supervised approach 
has decreased 1.5% by comparing original one.  

3. In short, the BLOF OD on the 3D domain shows superior 
DSR and PPV in evaluation compared to the 2D domain. Its 
supervised approach has an obvious increase of 2% in DSR, 
but the OD results of the semi-supervised approach has a  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
little decrease in DSR about 2.5%. When the BLOF has a 
change, the semi-supervised approach performs effectively 
while the supervised approach offers a poorer result than 
before (i.e. its DSR has decreased 2%). 

Section II presents related work of major OD approaches. 
Section III describes the result of density based LOF OD of 3D 
data set and compare it with the result of 2D data set. Section IV 
proposes a new LOF bounds on OD and then the evaluation 
results. Section V discusses all the results of DSR and PPV. 
Conclusion with future improvement is drawn in Section VI. 

II. RELATED WORK 

Several main OD approaches: learning-based, statistical-
based, proximity-based and ranking-based ones are reviewed in 
this Section. A comparison of these OD approaches are 
summarized in Table I. 

A. Learning based Approach 

In the learning approaches [4],[13], the OD is performed by 
learning a model from a set of labeled data instances (training), 
and each test instance is then classified into one of the classes. 
The technique often operates in a two-phase fashion. For the 
training phase, it would determine a classifier for learning, for 
which classifies a testing instance in the testing phase. And it has 
been assumed that the classifier could be learned in the given 
feature space. In this approach, a neural network (NN) [14] is 
commonly used for training data to learn the different normal 
classes. Then, a test instance would be input to the NN. If the 
instance is classified to the same class of the training data, then 
it is an inlier; otherwise it is an outlier.  

In regard to computational complexity [6], the rule-based 
training decision tree is faster while SVMs can be more 
expensive. If a test phase has been carried out in the learnt 
model, then the rule-based technique could be very fast. Rule-
based methods make use of powerful algorithms to distinguish 
various instances, especially for the multi-class techniques, 
because the test phase in learning based techniques could be fast 
[6]. Multi-class classification would be applied for a database 
with various normal classes. When a meaningful anomaly score 
is desired for the test instances, it sometimes could become a 
disadvantage for classification based techniques [6]. 

TABLE I.  DIFFERENT OD METHODS 

Approaches Learning-based Statistical-based Proximity-based Ranking-based 

Characteristics 
Two-phased fashion   

in most learnt model 
Model “Outlierness”  Measure nearness of objects 

Produce scoring function in a 

unified fashion 

Data process 
One-class, binary-class, 

multi-class 
Univariate, multivariate data All types of data 

Homogeneous vector and graph 

data on score or tree structures 

Applications 

Intrusion detection [5], 

patient vital sign detection 
[4] 

Traffic problem about 
managing road network [6],  

outliers in wireless sensor 

network [16] 

Credit card fraud [10],  
road accident [17], 

traffic anomaly detection 

[18],[19] 

E-commerce marketplaces [3], 
fraud detection [3], network 

intrusion [3], inspecting errors in 

automation [7] 

Advantages 
Fast, apply to various normal 
classes 

Easy to operate 
Get satisfied result by many 
trials 

Deal with large number of 
attributed data 

Disadvantages 

High dependency on the 

assumption for the system, 
high resource consuming 

Based on fewer dimensions 

of data 

Time-/space-consuming, not 

appropriate for large data set 
Not fast as other approaches 
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1) Bayesian Network  
Bayesian network [15] is only used in the multi-class setting, 

which aggregates the per-attribute posterior probabilities for a 
test instance and uses the aggregated value to assign a class label 
to the test instance. For the one-class case, the naïve Bayesian 
network [6] is more suitable. It estimates the posterior 
probability of observing a class label. The class label with largest 
posterior is chosen as the predicted class for the given test 
instance. 

2) Support Vector Machines  
Support Vector Machines (SVMs) [3], including one class 

SVM [4],[13],[20] and multi-class SVM [5], are a standard 
classification technique popularly used in machine learning. 
SVMs is commonly employed for anomaly detection in audio 
signal data [21], novelty detection in power generation plants 
[22], intrusion detection [5], patient vital-sign detection [4], and 
temporal sequences detection [23]. The task of SVMs is to 
determine the optimal hyperplane which separates a set of 
training points into two categories. In order to solve an optimal 
problem, a Lagrangian technique and transformation to a dual 
problem would be usually constructed. 

3) Rule-based Technique 
Rule based anomaly detection techniques [11] learn rules 

that capture the normal behavior of a system, which applies to a 
one-class or multi-class classifier. For the one-class classifier, an 
association rule mining helps to detect anomalies. To ensure the 
rules correspond to strong patterns, a supporting threshold has 
been used to prune out rules with support. For the multi-class 
one, it initially would learn rules that have an associated 
confidence value, from the training data by using the rule 
learning algorithm. It is required to find the best rule for each 
test instance. The inverse of the confidence is as the anomaly 
score of the test instance. 

B. Statistical-based Approach 

A statistical method [3] exploits a statistical model to the 
given data and then applies a statistical inference test to 
determine if an unseen instance belongs to this model or not. 
They assume a normal instance (i.e. inlier) occurs in high 
probability regions, while an anomaly (i.e. outlier) lies in the low 
probability. It would have parametric and non-parametric tests 
in this region. For a parametric test, the normal data would fit a 
parametric distribution and probability density. The parameters 
are estimated from the given data. Usually a statistical 
hypothesis would help to judge whether the point is an outlier. 
The anomaly score would be the inverse of the probability 
density function. Some common models include Gaussian 
model [14], univariate Gaussian model [16] regression model 
[24] and mixture of parametric distributions [14]. For a non-
parametric test, the model structure is not defined by a priori 
from the given data. It would have fewer assumptions compared 
to the parametric test. Histogram and kernel function methods 
[25] are two common seen examples in the non-parametric test.  

Computational complexity of the statistical approach often 
depends on the nature of model chosen. Confidence interval 
could offer additional information in decision making. However, 
it often ties to known distributions and it is hard to deal with high 
dimensional real data sets. 

1) Gaussian Model Based Method 
The data is generated from Gaussian distribution. It could 

use maximum likelihood estimated to the parameters and the 
distance of a data instance to the estimated mean is the anomaly 
score. The statistical tests [6] have been used to detect the 
anomalies, such as box plot rule, Grubb’s test, student’s 𝑡 − 𝑡𝑒𝑠𝑡 
and 𝜒2 test. Box plot rule has been used in the medical domain 
data and turbine rotors data. In the box plot, the observations 
beyond the limits are regarded as an anomaly. The limits often 
would be distance of 1.5 times Inter Quartile Range, which is the 
difference between upper quartile and lower quartile. A Grubb’s 
test could apply to the distance to detect the anomalies in a 
univariate or multivariate data set. 

2) Regression Model Based Method 
In this model [24], the residual could be used as the anomaly 

score. But it needs to find a suitable regression model to fit the 
data, and then get the residuals for each test instances. Akaike 
Information Content (AIC) would help to detect outliers when 
the model has been fitted. In order to improve the accuracy of 
the regression model, robust regression [23] is introduced to 
avoid the anomalies affecting the parameters of model.  

C. Proximity-based Approach 

Proximity-based approach [3] mainly measures the nearness 
of objects in terms of distance and density. It considers how to 
determine a proper distance or density so as to avoid high 
computational time and great complexity in spatial calculation. 
In fact, this approach requires many prerequisite parameters, 
which are desired for a huge amount of trial-and-errors to attain 
a desired result. When using either a distance or local density 
measure for the data, the proximity-based methods suffer from 
the curse of dimensionality. These methods are time- and space- 
consuming and consequently are not appropriate for large data 
sets. 

1) Distance-based Method 
The distance-based method [26] is to determine whether the 

number of the points, whose distance less than a specified 
distance from a point, is more than the number of data times the 
value of the fraction of objects minus one. The new definition 

[26] has been updated as the distance of a point 𝑝 from its 𝑘𝑡ℎ 
nearest neighbor. The values of 𝑘 and m are given. A point is an 
outlier when no more than 𝑚 − 1 other points in the data set 

have a higher value for 𝐷𝑘  than 𝑝, which means that the top m 

points having the maximum 𝐷𝑘  values could be considered as 
outliers. The weaknesses of this method are: (a) It needs to 
calculate the distance between all samples, hence lower 
efficiency. (b) It is hard to deal with high dimensional space.  

The anomaly score of a data instance is defined as its 

distance to its 𝑘𝑡ℎ nearest neighbor in a given data set. A 
threshold on the anomaly score is applied to judge whether a test 
instance is anomalous. The largest anomaly scores also would 
be regarded as anomalies. It could count the number of nearest 
neighbors which are not more than 𝑑 distance apart from the 
given data instances. 

2)  Density-based Method 
In the density-based method [27], a parameter 𝑘 is needed to 

be chosen by a heuristic method by a LOF [28] computation. 
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Afterward, 𝑘 is utilized to compute the density in the 
neighborhood of an object, which is a measure of the volume to 
determine the LOF of a data-point. The outlier score of an object 
is the reciprocal of the density in the object’s neighborhood. A 
point of relative density is the outlier score for that point. It 
requires more complexity when the right 𝑘 is not obvious. It 
could not do well when the number of data attributes increase. 
In general, the density-based method is an effective measure of 
outliers but the shortcomings are time- and space-consuming, 
and often not appropriate for large data sets, due to the curse of 
dimensionality. A fusion of distance-based and density-based 
method has been proposed in [7]. 

3) Deviation-based Method  
This method [29] aims at removing outliers so that the 

variance of the data set could be minimized. A smoothing factor 
(SF) [29] helps judge which point to be removed that could make 
the variance minimum. If the SF values among two data sets are 
equal, the smaller set is often taken out. It is similar to the 
classical statistical approach, but it does not need to choose a 
specified distribution in the initial stage. Therefore, it could be 
applied to any data type as a global method. 

D. Ranking-based Approach 

Traditional outlier ranking or rating techniques focus on 
image [7], vectored/ graph structured data [11] and tree structure 
data [18],[30]. However, many data nowadays is required to find 
an approach to deal with different data types in a unified fashion. 
Previously, some OD techniques relied on a binary decision tree 
structure [18],[30]. Among them, a representative method is 
called GOutRank [11]. It produces scoring functions based on 
the selected subgraphs (as a relevant graph context of an outlier) 
and subspaces (as a relevant attribute set in which an outlier is 
deviating). These complex outliers must be detected by a 
combination of information on relations between products and a 
large set of attributes. 

1) GOutRank 
GOutRank is utilized in heterogeneous data of e-commerce 

marketplaces. People need to deal with the data focusing on the 
relations between co-purchased products and a lot of attributes. 
GOutRank detects outliers in attributed graphs [11]. It computes 
a subspace clustering at first by using different graph clustering 
algorithms. Each subspace contains connected subgraph with 
high attribute similarity. Each object is a graph vertex and the 
line connected between vertexes is an edge. At the same time, 
each object is represented as a vector in a multi-dimensional data 
space. An outlier ranking is sorted in an ascending order by a 
scoring function. An outlier would have low score and regular 
objects would have high scores. For objects in multiple subspace 
clusters, the score should depend on the occurrence of objects in 
different subspace clusters. For large numbers of given 
attributes, GOutRank gives a high OD accuracy. But, it is not 
fast by comparing with other approaches. 

In short, it is found that little research was investigated in the 
traffic problems. Therefore, in this paper, it focuses OD on 
traffic data. However, the proximity-based approaches have 
many limitations and they were used widely in many domains 
by comparing with other approaches. While the density-based 
LOF approach has a high accuracy among all methodology of 

proximity-based approaches, then it was applied in this paper. 
Mathematically, 3D data-points implicitly carry more 
information than 2D data points, so 3D data points are applied 
in the developed OD method at this paper in order to get a higher 
accuracy.  

III. CLASSICAL DENSITY-BASED LOF OD METHOD 

The traffic dataset evaluated in this paper was collected by 
video camera from a four-arm junction located the one of Hong 
Kong’s busiest districts. The data [17] has two sessions: one 
from 07:00~10:00 (the AM session) and another one from 
17:00~20:00 (the PM session). The data set covered a total of 31 
days, but only 23 weekdays (from Monday to Friday per week) 
were selected for analysis due to different traffic situations 
between weekdays and weekend. There are 312,333 vehicles in 
the AM session, 251,694 vehicles in the PM sessions, so 764,027 
vehicles in total. The video data was further converted as 
statistics of traffic flow dynamic as ST signals which represents 
the volume of Entry, Exit, and Entry direction distribution traffic 
flows in each session. Actually, an Entry or Exit per session 
would be interpreted as a signal. Due to four entry signals for 
this section, they are labeled as {𝑧1, 𝑧2, 𝑧3, 𝑧4}.  Four exit 
signals for the arm of E, S, W and N can be {𝑧5, 𝑧6, 𝑧7, 𝑧8}. 
There are three entry direction distributions in this traffic 
junction for left (𝑙), right (𝑟) and straight ahead (𝑠), so these 
signals are labeled as 
{𝑧9, 𝑧10, 𝑧11, 𝑧12, 𝑧13, 𝑧14, 𝑧15, 𝑧16, 𝑧17, 𝑧18, 𝑧19}  which 
represent 𝐸𝑙 , 𝐸𝑟 , 𝐸𝑠 , 𝑆𝑙 , 𝑆𝑟 , 𝑆𝑠, 𝑊𝑙 , 𝑊𝑠, 𝑁𝑙 , 𝑁𝑟 , 𝑁𝑠. 

Due to the large dimensions of ST signal, the original data 
has been preceded by a PCA to reduce its dimension. Ma et al. 
[28] performed a preliminary study of a density-based LOF kNN 
OD method by using these 2D PCA-proceeded data points. The 
semi-supervised approach achieved an average 97.5% DSR and 
the supervised approach obtained about 93% DSR. In this paper, 
a higher dimension of 3D PCA-proceeded data points will be 
firstly investigated for the classical density-based LOF OD 
method.  

In general, there are three main data manipulation techniques 
for OD namely as unsupervised, semi-supervised and supervised 
techniques. In this research, semi-supervised and supervised 
techniques have been used. The semi-supervised approach 
would exploit some experienced outlier data for training while 
the supervised approach would use the normal inliers as the sole 
training data.   

A. Review of Classical Density-based LOF OD 

The underlying concept of the classical density-based OD 
method is the density around an outlier object is significantly 
different from the density around its neighbors. Therefore, using 
the relative density of an object against its neighbors could be 
the indicator of the degree of the object being outliers, LOF, 
which depends on how isolated the object is with respect to the 
surrounding neighborhoods. If the local reachability density of 
the object is lower, and the local reachability density of the kNN 
of the object becomes higher, the LOF will be higher. 

A brief procedure of density-based LOF OD is as following: 

1) Calculate the 𝑘 −distance of a specified point; 
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2) Calculate local reachability distance; 

3) Calculate local reachability density; 

4) Get the local outlier factor (LOF); 

5) Separate the outlier and inlier; 

6) Evaluate the performance.  

Mathematical expressions are given as follows. At first, it 

needs to get the 𝑘𝑡ℎ small distance [28] to a specified point. 
Define 𝑥 is the target point, the 𝑘 −distance neighborhood of 𝑥 
is 𝑁𝑘(𝑥) and q is the point of D(x). 

 𝑁𝑘(𝑥) = {𝑞 ∈ 𝐷(𝑥)|𝑑(𝑥, 𝑞) ≤ 𝑘 − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥)} 

Then, it needs to get the local reachability distance [28], it 
should be calculated like this: 

 𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑝𝑘(𝑥, 𝑜) = max{𝑘 − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑜), 𝑑(𝑥, 𝑜)} 

Local reachability density is defined as the inverse of 
reachability distance –based on the k-nearest neighborhood [28], 

 𝑙𝑟𝑑𝑘(𝑥) =
1

∑ 𝑟𝑒𝑎𝑐ℎ_𝑑𝑖𝑠𝑝𝑘(𝑜)𝑜∈𝑁𝑘(𝑥)

|𝑁𝑘(𝑥)|

 

where |𝑁𝑘(𝑥)| is the cardinality of 𝑁𝑘(𝑥). 

The LOF [28] is computed as following: 

 𝑙𝑜𝑓𝑘(𝑥) =
∑

𝑙𝑟𝑑𝑘(𝑜)

𝑙𝑟𝑑𝑘(𝑥)𝑜∈𝑁𝑘(𝑥)

|𝑁𝑘(𝑥)|
 

Finally, a performance evaluation is carried out by the 
standard metrics: true positive (𝑡𝑝) as the outlier is regarded 
outlier; false positive (𝑓𝑝) as the normal is regarded as outlier; 
true negative (𝑡𝑛) as the normal (inlier) is regarded as normal; 
false negative (𝑓𝑛) as the outlier is regarded as normal; detection 
success rate (DSR) as the accuracy. Also, true positive rate 
(TPR), false positive rate (FPR), positive predictive rate (PPV), 
negative predictive rate (NPV). Their formula is listed as below.  

 DSR =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
 

 TPR =
𝑡𝑝

𝑡𝑝+𝑓𝑝
 

 FPR =
𝑡𝑛

𝑡𝑝+𝑓𝑝
 

 PPV =
𝑡𝑝

𝑡𝑝+𝑓𝑝
 

 NPV =
𝑡𝑛

𝑡𝑛+𝑓𝑛
 

B. Experimental Results on the 2D/3D data 

The large-scale traffic data would be evaluated as the 2D/3D 
domains after the PCA process in the semi-supervised and 

supervised approaches. Then, the results between the 2D and 3D 
domains will be compared. 

1) Semi-supervised Approach 
In this approach, if the 𝑙𝑜𝑓𝑘(𝑥) > max {𝑙𝑜𝑓𝑖(𝑥)} of a 

datapoint 𝑘, then the datapoint is 𝑘, otherwise it is an inlier. First, 
the 𝑧3 in the AM sessions and the 𝑧13 in the PM sessions are 
used for training and the remaining ones are employed for 
testing. Since both 𝑧3 and 𝑧13 have perfect filter, the classical 
LOF method can separate inliers and outliers effectively. Hence, 
there is no any errors and both DPRs are 100%. The scatter plots 

(a) 

 

(b) 

 

(c) 

 

(d) 

 
 

Fig. 2. Scatter plots of the OD results of (a) 𝑧3 in 2D (AM), (b) 𝑧3 in 3D 

(AM), (c)  𝑧13 in 2D (PM), (d) 𝑧13 in 3D (PM). 
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of the OD results of 𝑧3 (AM) and 𝑧13 (PM) are shown in Fig. 2. 
The red “cross” represents an outlier. From the sub-figures, both 
𝑧3 (AM), 𝑧13 (PM) have one outlier. For z13 (PM), it has two 
2 FP cases in Fig. 2(c), but the OD results in the 3D domain 
perform better with one TP and no FP. 

To apply the 3D data points in semi-supervised approach, the 
result is shown in the following table, and it was compared with 
the result of the 2D data points. By testing the criteria of LOF 
bounds, the range of [1.6, 5.0] was used in the AM sessions. 
Then, the range of [1.6, 3.0] is obtained from the ROC curves 
from the training set. Herein, the best bound for the AM sessions 
is 3.7 while the best bound for the PM sessions is 2.9 in the 2D 
domain. The optimal bound is 3.3 for the AM sessions and 2.3 
for the PM sessions in the 3D data points. 

The filter should be obtained from the training set by 
different values, and then the optimal filter is determined by the 
DSR and PPV results. In order to judge whether the filter of 
which approach is good, the training sets of 𝑧3 and  𝑧13 were 
plotted for a Receiver operating characteristic (ROC) [32] curve. 
Fig. 3 illustrates the ROC curve with the TPR (i.e. y-axis) 
against the FPR (i.e. x-axis) that both two samples are performed 
well. The blue lines in Fig. 3(a)(b) indicate that our training 
samples (𝑧3 in AM, 𝑧13 in PM) have always 100% TPR along 
the change of FPR from 0 to 100 in the x-axis. 

The experimental results of the semi-supervised classical 
LOF method in the AM sessions for the 2D and 3D data points 
are given in Tables 2 and 3, respectively. They coincidently 
show the same experimental results. Meanwhile, it is found that 
several cases only have 96% DSRs due to some false negative 
points (i.e. some outliers misclassified as normal points). 

 

 

 

 

Tables 4 and 5 list the experimental results of the semi-
supervised classical LOF method in the PM sessions for the 2D 
and 3D data points, respectively. The DSRs on 2D and 3D data 
points are 96% and 98%, respectively. The PPVs in the 2D data 
points is only 30%, but that in the 3D data points can be up to 
100%. Some directions perform better, the PPV percentage has 
increased to 100% (Table 4) from 33% (Table 3) in z13. In 𝑧13, 
its DSR has risen up to 100% from 91%. In these two tables, 
only the DSR in z2 has decreased from 2D to 3D data points. 
Two outliers were picked incorrectly as inliers at z2 in the 3D 
domain. These two outliers may be closer to other normal points 
in the spatial distributions no matter in the 2D/3D domain. 

In the 2D domain, there are still some traffic directions such 
as z2, z6, z18 which offer poor OD results. 

(a) 

 

(b) 

 
Fig. 3. ROC curves of (a) z3 (AM) and (b) z13 (PM). 

TABLE II.  CLASSICAL LOF ON 2D PCA-PROCEEDED DATA POINTS 

(AM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 23 0 23/23    100% NaN 100% 

z2 0 0 22 1 22/23 96% NaN 96% 

z4 0 0 22 1 22/23 96% NaN 96% 

z5 0 0 23 0 23/23 100% NaN 100% 

z6 0 0 23 0 23/23 100% NaN 100% 

z7 0 0 22 1 22/23 96% NaN 96% 

z8 0 0 23 0 23/23 100% NaN 100% 

z9 0 0 23 0 23/23 100% NaN 100% 

z10 0 0 23 0 23/23 100% NaN 100% 

z11 0 0 23 0 23/23 100% NaN 100% 

z12 0 1 22 0 22/23 96% 0% 100% 

z13 0 0 23 0 23/23 100% NaN 100% 

z14 0 0 23 0 23/23 100% NaN 100% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 1 0 22 0 23/23 100% 100% 100% 

z17 0 0 23 0 23/23 100% NaN 100% 

z18 0 0 22 1 22/23 96% NaN 96% 

z19 0 0 23 0 23/23 100% NaN 100% 

Total 1 1 408 4 409/414 99% 50% 99% 

 

TABLE III.  CLASSICAL LOF ON 3D PCA-PROCEEDED DATA POINTS 

(AM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 23 0 23/23 100% NaN 100% 

z2 0 0 22 1 22/23 96% NaN 96% 

z4 0 0 22 1 22/23 96% NaN 96% 

z5 0 0 23 0 23/23 100% NaN 100% 

z6 0 0 23 0 23/23 100% NaN 100% 

z7 0 0 22 1 22/23 96% NaN 96% 

z8 0 0 23 0 23/23 100% NaN 100% 

z9 0 0 23 0 23/23 100% NaN 100% 

z10 0 0 23 0 23/23 100% NaN 100% 

z11 0 0 23 0 23/23 100% NaN 100% 

z12 0 1 22 0 22/23 96% 0% 100% 

z13 0 0 23 0 23/23 100% NaN 100% 

z14 0 0 23 0 23/23 100% NaN 100% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 1 0 22 0 23/23 100% 100% 100% 

z17 0 0 23 0 23/23 100% NaN 100% 

z18 0 0 22 1 22/23 96% NaN 96% 

z19 0 0 23 0 23/23 100% NaN 100% 

Total 1 1 408 4 409/414 99% 50% 99% 
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Fig. 4 demonstrates the scatter plot of the OD results in the 
2D and 3D domains of 𝑧13 (Fig. 4(a)) and 𝑧18 (Fig. 4(b)) (PM) 
and their respective TP and FN points. It shows that the 3D 
domain is more effective for OD than the 2D domain. No more 
FPs in the 3D domain for 𝑧13 and 𝑧18. 

2) Supervised-approach 
In the supervised approach, 23 datapoints in one direction is 

divided into 12 ones as a training set, the other 11 ones are for 
testing.  

The supervised classical LOF OD results of the 2D and 3D 
domains for the AM sessions are presented in Tables 6 and 7, 
respectively. The average DSR and PPV have decreased in the 
3D dataset compared to the 2D dataset. Herein, the average DSR 
decreased 1% (i.e. 95% in 2D to 94% in 3D) and PPV decreased 

16% (33% in 2D to 17% in 3D). The OD performances in some 
directions, such as 𝑧3, 𝑧4 and 𝑧16 in the 3D domain are worse 
than those directions in the 2D domain. Fig. 5 shows the scatter 
plot of the OD results of in the 2D and 3D domains for z11, z16 
(the AM sessions) and their respective (x,y,z)-coordinates of TP 
and FN cases. The OD result of the 3D domain in z11 performs 
better than the 2D domain but that of 3D one in z16 shows poorer 
result than the 2D one. 

TABLE IV.  CLASSICAL LOF ON 2D PCA-PROCEEDED DATA POINTS 

(PM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 23 0 23/23       100% NaN 100% 

z2 4 0 18 1 22/23 96% 100% 95% 

z3 0 1 21 1 21/23 91% 0% 95% 

z4 0 1 22 0 22/23 96% 0% 100% 

z5 0 1 21 1 21/23 91% 0% 95% 

z6 1 0 22 0 23/23 100% 100% 100% 

z7 0 0 22 1 22/23 96% NaN 96% 

z9 0 0 23 0 23/23 100% NaN 100% 

z10 0 1 22 0 22/23 96% 0% 100% 

z11 0 0 23 0 23/23 100% NaN 100% 

z12 0 0 22 1 22/23 96% NaN 96% 

z13 1 2 20 0 21/23 91% 33% 100% 

z14 3 0 19 1 22/23 96% 100% 95% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 0 1 21 1 21/23 91% 0% 95% 

z17 0 0 23 0 23/23 100% NaN 100% 

z18 0 2 21 0 21/23 91% 0% 100% 

z19 0 1 22 0 22/23 96% 0% 100% 

Total 9 10 388 7 397/414 96% 30% 98% 

 

TABLE V.  CLASSICAL LOF ON 2D PCA-PROCEEDED DATA POINTS 

(PM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 23 0 23/23       100% NaN 100% 

z2 4 0 18 1 22/23 96% 100% 95% 

z3 0 1 21 1 21/23 91% 0% 95% 

z4 0 1 22 0 22/23 96% 0% 100% 

z5 0 1 21 1 21/23 91% 0% 95% 

z6 1 0 22 0 23/23 100% 100% 100% 

z7 0 0 22 1 22/23 96% NaN 96% 

z9 0 0 23 0 23/23 100% NaN 100% 

z10 0 1 22 0 22/23 96% 0% 100% 

z11 0 0 23 0 23/23 100% NaN 100% 

z12 0 0 22 1 22/23 96% NaN 96% 

z13 1 2 20 0 21/23 91% 33% 100% 

z14 3 0 19 1 22/23 96% 100% 95% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 0 1 21 1 21/23 91% 0% 95% 

z17 0 0 23 0 23/23 100% NaN 100% 

z18 0 2 21 0 21/23 91% 0% 100% 

z19 0 1 22 0 22/23 96% 0% 100% 

Total 9 10 388 7 397/414 96% 30% 98% 

 

(a) 

      

             
3D x y z 

TP -89.9 68.3 11.9 
 

 
(b)  

    

             

Fig. 4. Scatter plots of the OD results in 2D and 3D of (a) 𝑧13 and (b) 

𝑧18 (all PM) and the corresponding (x,y,z) of the TP and FN cases.  
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Table 8 and Table 9 deliver the supervised classical LOF OD 
results of the 2D and 3D domains for the PM sessions. The 
average DSR has improved from 91% in the 2D domain to 93% 
in the 3D domain. Also, the average PPV has increased from 
44% (2D) to 50% (3D). Among all traffic directions, the OD 
results in z18 is not improved and fixed at 73% which have 3 
false positive points (i.e. originally inliers are incorrectly 
determined as outliers). 

 
 

 

TABLE VI.  CLASSICAL LOF ON 2D PCA-PROCEEDED DATA POINTS  
(AM, SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 11 0 11/11 100% NaN 100% 

z2 0 0 10 1 10/11 91% NaN 91% 

z3 1 0 10 0 11/11 100% 100% 100% 

z4 0 0 10 1 10/11 91% NaN 91% 

z5 0 0 11 0 11/11 100% NaN 100% 

z6 0 0 11 0 11/11 100% NaN 100% 

z7 0 0 10 1 10/11 91% NaN 91% 

z8 0 0 11 0 11/11 100% NaN 100% 

z9 0 1 10 0 10/11 91% 0% 100% 

z10 0 1 10 0 10/11 91% 0% 100% 

z11 0 3 8 0 8/11 73% 0% 100% 

z12 0 0 11 0 11/11 100% NaN 100% 

z13 0 0 11 0 11/11 100% NaN 100% 

z14 0 0 11 0 11/11 100% NaN 100% 

z15 0 2 9 0 9/11 82% 0% 100% 

z16 1 0 10 0 11/11 100% 100% 100% 

z17 0 0 11 0 11/11 100% NaN 100% 

z18 0 0 10 1 10/11 91% NaN 91% 

z19 0 0 11 0 11/11 100% NaN 100% 

Total 2 7 196 4 198/209 95% 33% 98% 

 

TABLE VII.  CLASSICAL LOF ON 3D PCA-PROCEEDED DATA POINTS 

(AM, SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 11 0 11/11 100% NaN 100% 

z2 0 0 10 1 10/11 91% NaN 91% 

z3 1 1 9 0 10/11 91% 50% 100% 

z4 0 1 9 1 9/11 82% 0% 90% 

z5 0 0 11 0 11/11 100% NaN 100% 

z6 0 0 11 0 11/11 100% NaN 100% 

z7 0 0 10 1 10/11 91% NaN 91% 

z8 0 0 11 0 11/11 100% NaN 100% 

z9 0 0 11 0 11/11 100% NaN 100% 

z10 0 0 11 0 11/11 100% NaN 100% 

z11 0 1 10 0 10/11 91% 0% 100% 

z12 0 0 11 0 11/11 100% NaN 100% 

z13 0 0 11 0 11/11 100% NaN 100% 

z14 0 0 11 0 11/11 100% NaN 100% 

z15 0 3 8 0 8/11 73% 0% 100% 

z16 1 1 9 0 10/11 91% 50% 100% 

z17 0 0 11 0 11/11 100% NaN 100% 

z18 0 0 10 1 10/11 91% NaN 91% 

z19 0 2 9 0 9/11 82% 0% 100% 

Total 2 9 194 4 196/209 94% 17% 98% 

 

 
(a) 

     

              
 

3D x y z 

FN -79.1 -16.8 23.3 
 

 

(b)  

 
 

 x y z 

TP -97.7 69.4 4.5 

FN -144.6 6.1 -29.9 
 

 

Fig. 5. Scatter plots of the OD results in 2D and 3D of (a) 𝑧11 and (c) 

𝑧16 (all AM) and corresponding (x,y,z) of the TP, FN and TN cases. 
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IV. NEW BOUNDED LOF 

A. Bounded LOF 

In the original semi-supervised approach of the density-
method from Ma et al. [28], the criteria of LOF are tested from 
the specific interval (i.e. a set of upper and lower bounds) in 
order to separate inliers and outliers perfectly. However, it was 
manually performed many times. If there is a wide set of bounds, 
then the computational work would become demanding. 
Therefore, there is a need to compute suitable bounds of LOF so 

that MATLAB could run it by itself. In the supervised approach, 
the criteria were defined based on this formula:  

 𝑅𝑎𝑛𝑔𝑒 = 𝑙𝑜𝑓𝑚𝑎𝑥 + (𝑙𝑜𝑓𝑚𝑎𝑥 − 𝑙𝑜𝑓𝑚𝑖𝑛) × 0.5 

which is defined by Ma et al. that means LOF bounds can be 
changed in order to find more accurate bounds conveniently. 

B. Review of LOF Bounds 

A theorem [31] of the bounds of LOF is as follows. The 𝑝 is 
an object from the database 𝐷, and 1 ≤ 𝐾 ≤ |𝐷| . 

Then it would have the case like that: 

 
𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑖𝑛(𝑝)

𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑎𝑥(𝑝)
≤ 𝐿𝑂𝐹(𝑝) ≤

𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑎𝑥(𝑝)

𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑖𝑛(𝑝)
 

where the minimum and maximum reachability distances 
between 𝑝 and a k-nearest neighbor of 𝑝 are defined as  

 𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑖𝑛(𝑝) = min{𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡(𝑝, 𝑞)| 𝑞 ∈ 𝑁𝑘(𝑝)} 

𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑎𝑥(𝑝) = max{𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡(𝑝, 𝑞)| 𝑞 ∈ 𝑁𝑘(𝑝)} 

The minimum and maximum reachability distances between 𝑞 
and a k-nearest neighbor of 𝑞 is defined as  

 𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑖𝑛(𝑝) = min{𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡(𝑞, 𝑜)| 𝑞 ∈  
 𝑁𝑘(𝑝) 𝑎𝑛𝑑 𝑜 ∈  𝑁𝑘(𝑞) 

 𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡𝑚𝑎𝑥(𝑝) = max{𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡(𝑞, 𝑜)| 𝑞 ∈  
 𝑁𝑘(𝑝) 𝑎𝑛𝑑 𝑜 ∈  𝑁𝑘(𝑞) 

where 𝑝 is the target point; 𝑞 is the k-nearest neighbor of 𝑝, and 
o is the k-nearest neighbor of 𝑞.  

C. Experimental Results on the 2D/3D Data 

After obtaining the new bounds (NBs), the BLOF OD 
method offered poor results in some specific traffic directions in 
both the semi-supervised and supervised approaches. In the 
semi-supervised approach, the upper bounds are attained from 
the specific interval from the ROC curves by testing for many 
times. When 3D data is used, the bound in the AM sessions has 
changed into 3.7 from 3.3 (2D) and the bound in the PM sessions 
has been into 2.9 from 2.3 (2D). In the supervised approach, the 
bounds are obtained by specific formula in Eq. (10). For the 2D 
data, the bounds are 1.1878 and 1.1272 for the AM and PM 
sessions, respectively. For the 3D data, the bounds are 1.1394 
and 1.1954 for the AM and PM sessions, respectively. However, 
if the only upper bounds are chosen to be applied in these 
approaches, the result of the semi-supervised BLOF method is 
similar to the semi-supervised classical LOF method, but the 
supervised BLOF method has better results than the supervised 
LOF method. The details are as follows. 

1) Semi-Supervised Approach 
In the semi-supervised approach, the BLOF method gives an 

average of 97% DSR in Table 10 and  the classical LOF method 
on the AM sessions offers an average 99% DSR in Table 2. 
Especially, the DSR of z13 and z17 are very low in the BLOF 

TABLE VIII.  CLASSICAL LOF ON 2D PCA-PROCEEDED DATA POINTS 

(PM, SUPERVISED). 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 11 0 11/11 100% NaN 100% 

z2 3 0 6 2 9/11 82% 100% 75% 

z3 0 0 10 1 10/11 91% NaN 91% 

z4 0 1 10 0 10/11 91% 0% 100% 

z5 1 1 9 0 10/11 91% 50% 100% 

z6 1 0 10 0 11/11 100% 100% 100% 

z7 0 0 10 1 10/11 91% NaN 91% 

z8 3 0 8 0 11/11 100% 100% 100% 

z9 0 2 9 0 9/11 82% 0% 100% 

z10 0 0 11 0 11/11 100% NaN 100% 

z11 0 0 11 0 11/11 100% NaN 100% 

z12 0 0 10 1 10/11 91% NaN 91% 

z13 1 2 8 0 9/11 82% 33% 100% 

z14 3 0 7 1 10/11 91% 100% 88% 

z15 0 0 11 0 11/11 100% NaN 100% 

z16 0 0 10 1 10/11 91% NaN 91% 

z17 0 1 10 0 10/11 91% 0% 100% 

z18 0 3 8 0 8/11 73% 0% 100% 

z19 0 1 10 0 10/11 91% 0% 100% 

Total 12 11 179 7 191/209 91% 44% 96% 

 

 
TABLE IX.  CLASSICAL LOF ON 3D PCA-PROCEEDED DATA POINTS 

(PM, SUPERVISED). 

  TP FP  TN FN DSR DSR(%) PPV NPV 

z1  0 0 11 0 11/11 100% NaN 100% 

z2  3 0 6 2 9/11 82% 100% 75% 

z3  0 0 10 1 10/11 91% NaN 91% 

z4  0 1 10 0 10/11 91% 0% 100% 

z5  1 1 9 0 10/11 91% 50% 100% 

z6  1 0 10 0 11/11 100% 100% 100% 

z7  0 0 10 1 10/11 91% NaN 91% 

z8  3 0 8 0 11/11 100% 100% 100% 

z9  0 0 11 0 11/11 100% NaN 100% 

z10  0 0 11 0 11/11 100% NaN 100% 

z11  0 0 11 0 11/11 100% NaN 100% 

z12  0 0 10 1 10/11 91% NaN 91% 

z13  1 1 9 0 10/11 91% 50% 100% 

z14  3 0 7 1 10/11 91% 100% 88% 

z15  0 0 11 0 11/11 100% NaN 100% 

z16  0 0 10 1 10/11 91% NaN 91% 

z17  0 1 10 0 10/11 91% 0% 100% 

z18  0 3 8 0 8/11 73% 0% 100% 

z19  0 1 10 0 10/11 91% 0% 100% 

Total  12 8 182 7 194/209 93% 50% 96% 
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method (i.e. 83% and 91%) in Table 10 while their DSRs are 
100% in the classical LOF method in Table 2.  Both of them 
have several false positive points which mean several normal 
points are regarded as outliers. The upper bounds may be too 
large for z13 and z17. 

The semi-supervised classical LOF method on 3D data 
points of the AM sessions in Table 3 achieves 99% DSR while 

the DSR for the new bounds in the BLOF method has been 

decreased to 97% in Table 11. Especially, the result of z10 is 
terrible that there are 5 false positive points. It is believed that 
the upper bound for z10 is too large so that several points were 
regarded as outliers.  

 

From Table 12, the average DSR of the semi-supervised 
BLOF method is 95% and PPV is 32% for the PM sessions. The 
average DSR of the BLOF method decreased to 95% while the 
classical LOF bounds in Table 4 is 96%. The new BLOF OD 
result in z3 is not as well as before in the LOF one. Its DSR has 
only 83%. The number of false positive points is 3. 

By comparing the semi-supervised approach in the PM 
sessions of Table 5 (LOF) and Table 13 (BLOF), the DSR for 
3D data points also decreased from 98% to 95%. The OD results 
of z3 and z13 are 83% DSR and 87% DSR, respectively, that are 
not good enough. Both have 3 false positive cases that inliers 
were incorrectly regarded as outliers. 

TABLE X.  BLOF ON 2D PCA-PROCEEDED DATA POINTS 
(AM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 23 0 1 100% NaN 100% 

z2 0 0 22 1 22/23 96% NaN 96% 

z4 0 0 22 1 22/23 96% NaN 96% 

z5 0 0 23 0 23/23 100% NaN 100% 

z6 0 0 23 0 23/23 100% NaN 100% 

z7 0 0 22 1 22/23 96% NaN 96% 

z8 0 0 23 0 23/23 100% NaN 100% 

z9 0 0 23 0 23/23 100% NaN 100% 

z10 0 0 23 0 23/23 100% NaN 100% 

z11 0 1 22 0 22/23 96% 0% 100% 

z12 0 0 23 0 23/23 100% NaN 100% 

z13 0 4 19 0 19/23 83% 0% 100% 

z14 0 0 23 0 23/23 100% NaN 100% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 1 0 22 0 23/23 100% 100% 100% 

z17 0 2 21 0 21/23 91% 0% 100% 

z18 0 0 22 1 22/23 96% NaN 96% 

z19 0 0 23 0 23/23 100% NaN 100% 

Total 1 7 402 4 403/414 97% 25% 99% 

 

TABLE XI.  BLOF ON 3D PCA-PROCEEDED DATA POINTS  
(AM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 1 22 0 22/23 96% 0% 100% 

z2 0 0 22 1 22/23 96% NaN 96% 

z4 0 0 22 1 22/23 96% NaN 96% 

z5 0 0 23 0 23/23 100% NaN 100% 

z6 0 0 23 0 23/23 100% NaN 100% 

z7 0 0 22 1 22/23 96% NaN 96% 

z8 0 0 23 0 23/23 100% NaN 100% 

z9 0 0 23 0 23/23 100% NaN 100% 

z10 0 5 18 0 18/23 78% 0% 100% 

z11 0 0 23 0 23/23 100% NaN 100% 

z12 0 0 23 0 23/23 100% NaN 100% 

z13 0 0 23 0 23/23 100% NaN 100% 

z14 0 0 23 0 23/23 100% NaN 100% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 1 1 21 0 22/23 96% 50% 100% 

z17 0 0 23 0 23/23 100% NaN 100% 

z18 0 0 22 1 22/23 96% NaN 96% 

z19 0 0 23 0 23/23 100% NaN 100% 

Total 1 7 402 4 403/414 97% 13% 99% 

 

TABLE XII.  BLOF ON 2D PCA-PROCEEDED DATA POINTS 
(PM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 1 22 0 22/23 96% 0% 100% 

z2 5 2 16 0 21/23 91% 71% 100% 

z3 0 3 19 1 19/23 83% 0% 95% 

z4 0 1 22 0 22/23 96% 0% 100% 

z5 1 1 21 0 22/23 96% 50% 100% 

z7 0 0 22 1 22/23 96% NaN 96% 

z8 3 0 20 0 23/23 100% 100% 100% 

z9 0 0 23 0 23/23 100% NaN 100% 

z10 0 0 23 0 23/23 100% NaN 100% 

z11 0 0 23 0 23/23 100% NaN 100% 

z12 0 0 22 1 22/23 96% NaN 96% 

z13 1 2 20 0 21/23 91% 33% 100% 

z14 3 0 19 1 22/23 96% 100% 95% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 0 1 21 1 21/23 91% 0% 95% 

z17 0 0 23 0 23/23 100% NaN 100% 

z18 0 2 21 0 21/23 91% 0% 100% 

z19 0 1 22 0 22/23 96% 0% 100% 

Total 13 14 382 5 401/414 95% 32% 99% 

 

TABLE XIII.  BLOF ON 3D PCA-PROCEEDED DATAPOINTS 
(PM, SEMI-SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 23 0 23/23 100% NaN 100% 

z2 4 1 17 1 21/23 91% 80% 94% 

z3 0 3 19 1 19/23 83% 0% 95% 

z4 0 1 22 0 22/23 96% 0% 100% 

z5 0 0 22 1 22/23 96% NaN 96% 

z7 0 0 22 1 22/23 96% NaN 96% 

z8 3 0 20 0 23/23 100% 100% 100% 

z9 0 1 22 0 22/23 96% 0% 100% 

z10 0 0 23 0 23/23 100% NaN 100% 

z11 0 0 23 0 23/23 100% NaN 100% 

z12 0 0 22 1 22/23 96% NaN 96% 

z13 1 3 19 0 20/23 87% 25% 100% 

z14 3 0 19 1 22/23 96% 100% 95% 

z15 0 0 23 0 23/23 100% NaN 100% 

z16 0 1 21 1 21/23 91% 0% 95% 

z17 0 0 23 0 23/23 100% NaN 100% 

z18 0 3 20 0 20/23 87% 0% 100% 

z19 0 1 22 0 22/23 96% 0% 100% 

Total 11 14 382 7 393/414 95% 31% 98% 
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In conclusion, the average DSR and PPV of the BLOF 
method are not as good as the classical LOF method by dropping 
1% to 2%. By observations, most cases are due to too many false 
positive points. Spatially, some outliers are far away from the 
normal points which make the upper bounds be larger, then 
some normal points lie near the bounds’ edge would be easily 
regarded as outliers. 

2) Supervised Approach 
In the supervised approach, the OD result for the AM 

sessions for the 2D data points has increased from 95% DSR 
(LOF in Tables 6) to 96% (BLOF in Table 14). The BLOF 
performance is superior in most traffic directions, yet the OD 

result of z5 is only 73% DSR. It is believed that the upper bound 
of BLOF is not effective enough. 

For the 3D domain in the AM sessions, the average DSRs 
increased from 94% (LOF in Table 7) to 96% (BLOF in Table 
15). Most traffic directions have improved OD results in DSR. 

In regard to the AM sessions, the new LOF bounds in the 
BLOF method in the supervised approach has increased the 
DSRs and the PPVs, but its deficiency is the large number of 
false positive cases.  

The OD results of the supervised LOF method in the PM 
sessions of DSR for 2D data points is 91% (Table 8) while that 

TABLE XIV.  BLOF ON 2D PCA-PROCEEDED DATA POINTS 
(AM, SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 11 0 11/11 100% NaN 100% 

z2 0 0 10 1 10/11 91% NaN 91% 

z3 1 0 10 0 11/11 100% 100% 100% 

z4 0 0 10 1 10/11 91% NaN 91% 

z5 0 3 8 0 8/11 73% 0% 100% 

z6 0 1 10 0 10/11 91% 0% 100% 

z7 0 0 10 1 10/11 91% NaN 91% 

z8 0 0 11 0 11/11 100% NaN 100% 

z9 0 0 11 0 11/11 100% NaN 100% 

z10 0 0 11 0 11/11 100% NaN 100% 

z11 0 0 11 0 11/11 100% NaN 100% 

z12 0 0 11 0 11/11 100% NaN 100% 

z13 0 0 11 0 11/11 100% NaN 100% 

z14 0 0 11 0 11/11 100% NaN 100% 

z15 0 0 11 0 11/11 100% NaN 100% 

z16 1 0 10 0 11/11 100% 100% 100% 

z17 0 0 11 0 11/11 100% NaN 100% 

z18 0 0 10 1 10/11 91% NaN 91% 

z19 0 0 11 0 11/11 100% NaN 100% 

Total 2 4 199 4 201/209 96% 50% 98% 

TABLE XV.  BLOF ON 3D PCA-PROCEEDED DATA POINTS  
(AM, SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 11 0 11/11 100% NaN 100% 

z2 0 0 10 1 10/11 91% NaN 91% 

z3 1 1 9 0 10/11 91% 50% 100% 

z4 0 0 10 1 10/11 91% NaN 91% 

z5 0 0 11 0 11/11 100% NaN 100% 

z6 0 0 11 0 11/11 100% NaN 100% 

z7 0 0 10 1 10/11 91% NaN 91% 

z8 0 0 11 0 11/11 100% NaN 100% 

z9 0 0 11 0 11/11 100% NaN 100% 

z10 0 1 10 0 10/11 91% 0% 100% 

z11 0 1 10 0 10/11 91% 0% 100% 

z12 0 0 11 0 11/11 100% NaN 100% 

z13 0 0 11 0 11/11 100% NaN 100% 

z14 0 0 11 0 11/11 100% NaN 100% 

z15 0 0 11 0 11/11 100% NaN 100% 

z16 0 0 10 1 10/11 91% NaN 91% 

z17 0 0 11 0 11/11 100% NaN 100% 

z18 0 0 10 1 10/11 91% NaN 91% 

z19 0 0 11 0 11/11 100% NaN 100% 

Total 1 3 200 5 201/209 96% 17% 98% 

 

TABLE XVI.  BLOF ON 2D PCA-PROCEEDED DATA POINTS 
(PM, SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 11 0 11/11 100% NaN 100% 

z2 3 0 6 2 9/11 82% 100% 75% 

z3 0 1 9 1 9/11 82% 0% 90% 

z4 0 0 11 0 11/11 100% NaN 100% 

z5 0 0 10 1 10/11 91% NaN 91% 

z6 0 0 10 1 10/11 91% NaN 91% 

z7 0 0 10 1 10/11 91% NaN 91% 

z8 3 0 8 0 11/11 100% 100% 100% 

z9 0 0 11 0 11/11 100% NaN 100% 

z10 0 0 11 0 11/11 100% NaN 100% 

z11 0 0 11 0 11/11 100% NaN 100% 

z12 0 0 10 1 10/11 91% NaN 91% 

z13 1 1 9 0 10/11 91% 50% 100% 

z14 3 0 7 1 10/11 91% 100% 88% 

z15 0 0 11 0 11/11 100% NaN 100% 

z16 0 0 10 1 10/11 91% NaN 91% 

z17 0 0 11 0 11/11 100% NaN 100% 

z18 0 0 11 0 11/11 100% NaN 100% 

z19 0 0 11 0 11/11 100% NaN 100% 

Total 10 2 188 9 198/209 95% 70% 95% 

 
TABLE XVII.  BLOF ON 3D PCA-PROCEEDED DATA POINTS 

(PM, SUPERVISED) 

 TP FP  TN FN DSR DSR(%) PPV NPV 

z1 0 0 11 0 11/11 100% NaN 100% 

z2 3 0 6 2 9/11 82% 100% 75% 

z3 0 0 10 1 10/11 91% NaN 91% 

z4 0 1 10 0 10/11 91% 0% 100% 

z5 0 0 10 1 10/11 91% NaN 91% 

z6 0 0 10 1 10/11 91% NaN 91% 

z7 0 0 10 1 10/11 91% NaN 91% 

z8 3 0 8 0 11/11 100% 100% 100% 

z9 0 0 11 0 11/11 100% NaN 100% 

z10 0 0 11 0 11/11 100% NaN 100% 

z11 0 0 11 0 11/11 100% NaN 100% 

z12 0 0 10 1 10/11 91% NaN 91% 

z13 1 0 10 0 11/11 100% 100% 100% 

z14 3 0 7 1 10/11 91% 100% 88% 

z15 0 0 11 0 11/11 100% NaN 100% 

z16 0 0 10 1 10/11 91% NaN 91% 

z17 0 0 11 0 11/11 100% NaN 100% 

z18 0 0 11 0 11/11 100% NaN 100% 

z19 0 1 10 0 10/11 91% 0% 100% 

Total 10 2 188 9 18/19 95% 67% 95% 
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of the BLOF method is 95% (Table 16). However, the BLOF 
OD results of z2 and z3 have only 82% DSRs. Herein, many 
false negative cases are found. We believe the upper bounds for 
OD are small at these two traffic directions. 

In the 3D domain for the PM sessions, the supervised 
classical LOF method offers 93% (Table 9) and now the 
supervised BLOF method gives 95% (Table 17). In Table 17, 
the DSR for the OD in z2 is 82% which is poor indeed. It has 
two false negative points.  

In short, the DSRs and PPVs of the BLOF methods in the 
PM sessions are better than that of the classical LOF method. 
Only some traffic directions in the BLOF method have high false 
negative cases. 

V. COMPARISON AND DISCUSSION 

Tables 18 and 19 tabulate the OD results for the classical 
LOF method and BLOF method in term of the semi-supervised 
or supervised approaches. Specially, in semi-supervised 
approach, there is not much difference between the traffic data 
from the 2D or 3D domains in the AM sessions because both 
obtain 99% DSR and 50% PPV. But using 3D data points of the 
PM sessions do help improve the average DSR and PPV 
compared to the 2D data points: 96% to 98% for LOF, 30% to 
100% for PPV. 

In contrast, in the supervised approach, applying 3D data 
points for OD have also helped the DSRs of the PM sessions to 
improve: 91% to 93% for LOF. For the AM sessions, the OD 
results of the 3D domain is similar with that of the 2D domain, 
which may be due to the fewer outliers in the AM sessions so 
some normal points are easily regarded as outliers.  

However, for the supervised approach, it would perform 
better when taking direct reachability distances and indirect 
reachability distances to get the LOF bounds. In the 2D data 
points, the BLOF OD result is 50% PPV in the AM sessions 
while the classical LOF result is only 33% PPV. For supervised 
approach, it would fit the new LOF bounds better and the 
corresponding DSRs and PPVs for the 3D data points, therefore 
the OD performance is improved. In the PM sessions for the 3D 
domain, the supervised BLOF method have an outstanding 
results of 95% DSR and 70% PPV that is superior to the classical 
LOF method with 93% DSR and 50% PPV.  

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSION 

This paper presents the new BLOF OD method for large-
scale traffic data that demonstrates a superiority to the classical 
LOF method. There are two possible future works in this 
research. (1) For the semi-supervised approach, it is required to 
find a better methodology to get LOF bounds instead of testing 
by a human; (2) The performance of the supervised approach is 
not very good. It should have more improvements on the 
algorithmic design. 
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