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Abstract: In the 21st-century, the issue of liver disease has been increasing all over the world. As per the 

latest survey report, liver disease death toll has been rise approximately 2 million per year worldwide. The 

overall percentage of death by liver disease is 3.5% worldwide. Chronic Liver disease is also considered to be 

one of the deadly diseases, so early detection and treatment can recover the disease easily. Due to rapid 

advancement in Artificial intelligence (AI), like various machine learning algorithms SVM, K-mean 

clustering, KNN, Random forest, Logistic regression, etc., This will improve the life span of a patient 

suffering from Chronic Liver Disease (CLD) in early stages. The data can be obtained in a large volume due to 

the broad exploitation of bar codes for supreme marketable products, the mechanization of various business 

and government dealings, and the development in the data collection tools. This research work is based on 

liver disease prediction using machine learning algorithms. Liver disease prediction has various levels of steps 

involved, pre-processing, feature extraction, and classification. In this s research work, a hybrid classification 

method is proposed for liver disease prediction. And Datasets are collected from the Kaggle database of Indian 

liver patient records. The proposed model achieved an accuracy of 77.58%. The proposed technique is 

implemented in Python with the Spyder tool and results are analyzed in terms of accuracy, precision, and 

recall. 
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Fig 1: The stages if Liver Disease 
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1.  INTRODUCTION 
 

The capability of producing and gathering the 

data is growing day by day in most of the fields at 

present. The data can be obtained in a large 

volume due to the broad exploitation of bar codes 

for supreme marketable products, the 

mechanization of various business and 

government dealings, and the development in the 

data collection tools. Several databases have 

employed in the various applications in which 

government administration, scientific and 

engineering data management, business 

management comprised. Chronic liver disease 

starts when the scar tissue takes place of healthy 

tissue in the liver of the human body. Chronic 

liver disease is the 12th major reason for death in 

the United States, satges discussed in the fig 1. 

According to a report, chronic liver disease was 

the reason for 65% of liver disease increase in 

deaths between 1999 and 2016. The liver 

performs major filtering systems in our body. The 

main functions of the liver include removal of 

waste from the body, generation of amino acids, 

generation of blood clots, creation of new 

proteins, and production of bile for digestion. 

Moreover, it metabolizes medicines into the 

ingredient required for the body's healthiness. The 

growth of liver disorder causes muscle loss, 

itching, weight loss, and kidney failure in human 

beings. The improper functioning of the liver due 

to chronic liver disease causes ill effects in the 

entire body. These effects can be the reason for 

jaundice, high blood pressure, and a swollen 

abdomen, etc. There is the possibility of 

developing even more severe symptoms in case 

liver disease turns extreme. In such a condition, 

the liver can be seriously damaged and stop 

working, causing many toxins in the blood. 

Victims can even lose their life due to 

complications from chronic liver disease such as 

liver cancer. Indication of the liver is the gradual 

damage of liver tissue with time. There are two 

major categories of Liver diseases: 

 Cirrhosis 

 Fibrosis of the liver 

As the liver gets chronically damaged, Scar 

tissue gradually takes place of normal operation of 

liver tissue. The tissue increasingly reduces the 

passage of blood across the liver. The damage of 

healthy liver tissues causes a reduction in the 

effective processing of nutrients, hormones, drugs, 

and poisons by the liver. Moreover, the liver is not 

able to efficiently generate proteins and other 

substances. The general cirrhosis signs are 

coughing up blood, hairlessness, vomiting, 

abdominal pain, back pain, weight loss, swelling, 

enlarge in spleen and gallbladder, nausea, pale 

stool, yellowing of skin and eyes color and 

jaundice. However, too much alcohol 

consumption is the key reason for this disorder. 

Some other causes include the use of some 

medicines, different types of Hepatitis, Incidents 

of liver failure, Viruses, fatness, and so on. Early 

diagnosis of liver disease is very important in 

order to prevent from serious damage to the liver 

and safe from liver transplant. Due to 

development in Machine learning, we can predict 

the liver disease in advance by applying different 

machine learning algorithms. 

 

Prediction of liver disease using Machine 

learning 

The prediction of liver diseases includes 

several steps. These steps are: 

 Data preprocessing 

 Feature selection 

 Data classification 

 Performance Evaluation 

 Performance analysis 

 Prediction 
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Fig 2: General framework of chronic liver disorder prediction using Machine learning  

 
The various phases of liver disease detection are 

given below:-  

Data pre-processing: At first, the pre-

processing of data is carried out once it is 

collected. In this step, several tasks are performed. 

The collected data include many records that may 

have missing data or values consider age features. 

In general, the missing values are replaced with 

the nearest or closest value to their feature. And 

the liver disease target data are categorized into 

two groups i.e. group 1 represent the presence of 

liver disease and group 2 represent the absence of 

liver disease patient records [12]. The values of 

the target label in a classification model are 

converted into non-numeric. Afterward, the 

division of the dataset is carried out into two 

groups: training and testing. The data are prepared 

to classify the models. Once the data pre-

processing is completed, the stage of selection of 

the models begins for classification 

 

Feature selection: One of the main segments 

in chronic liver disease prediction is the selection 

of important features of liver disorder. In this step, 

several features such as age, gender hat represent 

the personal information of each patient is 

selected. Some other clinical features are also 

collected from different medical tests.  

Data classification: Classification is an 

important process and function in data mining. 

The function of the collected items assigns to the 

target class or category. The classification aims to 

get the target class to predict accurately for all 

case data. After data pre-processing, features are 

inserted in a classification model. Some popular 

classification models are Random Forest, SVM, 

and Naïve Bayes, etc. 

Performance Evaluation: Different 

classification criteria including accuracy, 

precision, sensitivity, specificity, f-measure, and 

FRP are computed for performance evaluation of 

the classification. 

 

Performance analysis: In this step, the 

performance of the classification model is 

analyzed Performance analysis: In this step, the 

performance of the classification model is 

analyzed. 

Prediction: In this step, the mapping of 

selected features is carried out onto the training 

model for classifying the given features so that the 

liver disease can be predicted. To generate 
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predictions, a specialist doctor labels the gathered 

liver disease dataset. The classification is 

developed as a multi-class issue and the 

classification of medical data is carried out into 

different classes. Hence, every class refers to a 

certain category of chronic liver disorder [12]. 

This process can find the probabilities of a patient 

suffering from a liver disease based on the 

selected important features. 

 

I. LITERATURE REVIEW 

 

Varun Vats, et.al (2018) considered three 

different ML (Machine Learning) algorithms. A 

comparison of these algorithms had been carried 

out for evaluating their forecasting accuracy and 

computing intricacy [16]. These algorithms 

included AP (Affinity Propagation), K means and 

DBSCAN. This work was dedicated to the 

medical dataset based on lever disorders. This 

work made use of the Silhouette coefficient to 

measure the comparative efficiency of the 

considered algorithmic approaches 

 

Vyshali J Gogi, et.al (2018) stated that the 

healthcare sector had a lot of data but this data 

was of no use [17]. This ample data required a 

leading analytic tool so that the hidden 

relationship and the valuable knowledge could be 

determined. The liver disease referred to the 

medical condition of the human liver-related to 

the human liver. The liver diseases led to sudden 

changes in health conditions that governed the 

functioning of the liver affecting other internal 

body organs. This work made use of several 

classification algorithms based on data mining. 

These algorithms included DT (Decision Tree), 

LD (Linear Discriminant), SVM Fine Gaussian, 

and LR (Logistic Regression). This work made 

use of Lab-based metrics of patients in the form of 

a liver dataset.  

L. Alice Auxilia, et l(2018) stated that the use 

of medical datasets had attracted the medical 

experts globally [18]. The use of ML (Machine 

Learning) algorithms was quite common as a 

branch of making selection expressively helpful 

networks for the prediction of diseases by 

arranging therapy-based datasets. Grouping 

schemes had been generally employed as a  

segment of the curative domain for extracting 

order more efficiently as compared to a signal 

classification model. The disorders of the Liver 

malady could be described as liver damage or 

sickness. Liver disorder can be categorized into 

several categories. This work made use of 

standard Indian liver illness patient records as a 

database for providing support to the researcher. 

Pushpendra Kumar, et.al (2019) stated that it 

was a very difficult task for the doctors to detect 

the consequences of liver disorders on a person 

[19]. In general, researchers used datasets based 

on LFT (Liver Function Test) for implementing 

classification algorithms so that the predictions 

about liver disorders could be generated. The 

dataset based on ground truth had several 

problems such as a class imbalance in the liver 

disorder data. With regard to the majority classes, 

the classic algorithms of classification generated 

influenced outcomes. This work presented a new 

Fuzzy-ANWKNN algorithm for the successful 

prediction of liver disorder. 

Sanjay Kumar, et.al (2018) described 

different classification approaches by 

implementing them on the dataset of patients 

suffering from liver diseases [20]. The main 

objective here was to accurately predict  liver 

disorder by means of several data mining 

algorithms. This work performed the analysis 

using the dataset of real-time patients to build 

classification paradigms for the prediction of liver 

diseases. This work implemented five 

classification algorithms on the used dataset. This 

work analyzed different metrics such as precision, 

recall, and accuracy for determining the efficiency 

of the implemented classification models.  

 

MafazalyaqeenHassoon, et.al (2017) devised 

a new approach for diagnosing liver disorders.  

The main aim behind devising this approach was 

to provide support to both medical professionals 

as well as patients for identifying the symptoms of 

malady in minimum possible time and saving 

valuable human life [21]. The new algorithm 

performed rule optimization based on the Boosted 

C5.0 classifier through the  
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GA(Genetic Algorithm) with the aim to reduce 

disease prediction time and accuracy 

improvement. This work made use of a genetic 

algorithm rather than an evolutionary approach to 

improve and reduce the rules of another 

algorithmic approach. 

 

Nazmun Nahar and Ferdous Ara(2018), 

stated that their research work explores the early 

prediction of liver disease using various decision 

tree techniques. The liver disease dataset which is 

select for this study is consisting of attributes like 

total bilirubin, direct bilirubin, age, gender, total 

proteins, albumin, and globulin ratio[4]. The main 

purpose of this work is to calculate the 

performance of various decision tree techniques 

and compare their performance. The decision tree 

techniques used in this study are J48, LMT, 

Random Forest, Random tree, REPTree, Decision 

Stump, and Hoeffding Tree. The analysis proves 

that Decision Stump provides the highest accuracy 

than other techniques. 

 

Thirunavukkarasu, et.al(2018), studied, the 

medical field produced a huge amount of 

healthcare data on a daily basis. The use of the 

ML algorithm was quite common for finding  

concealed  information for disease detection and 

efficient decision-making. Significant growth in 

Liver diseases had been noticed with the time 

[27]. In several countries, these diseases were the 

major cause of death. This work was focused on 

the prediction of liver disorder with the help of 

several classification algorithms. These algorithms 

included LR, KNN, and SVM. In this work, the 

comparison of these algorithms had been carried 

in terms of accuracy rate and confusion matrix. 

 

Nsha Arshad, et.al (2018), this work made use 

of data mining algorithms for training and testing 

the dataset for the prediction of liver disorder. 

This work gathered dataset from the UCI 

repository and developed a training dataset.  

 

This dataset included seven different features 

with 345 patterns [29]. This dataset considered 

different sorts of blood tests that had a direct link 

to liver disorders. Extreme consumption of 

alcohol was one of the major reasons for liver 

disorders. The method of prediction could be  

 

Recommended on the basis of liver disorder 

type and got an SMO algorithm with 97.39% 

accuracy. 

 

Aman Singh, et.al (2016), this work used 

different types of classification approaches such 

as LDA, DLDA, QDA, DQDA, CART, and KNN. 

The achieved outcomes revealed that the KNN 

approach based on Euclidean distance showed the 

best performance among all applied algorithms 

and generated unusually high-quality outcomes by 

achieving a predictive accuracy of 92.53% [30]. 

 

Sadiyah Noor Novita Alfisahrin, et.al(2013), 

this work was focused on identifying the patients 

having liver disorder on the basis of ten 

significant features of liver disease by means of 

several classification algorithms[32]. The 

outcomes showed that the Naïve Bayes Tree 

algorithm achieved maximum accuracy along with 

the fastest computing time. This work provided 

encouraging prediction results about a person 

being diseased or not. 

 

Heba Ayeldeen, et.al (2015) this work made 

by using an ML algorithm based on DT for 

predicting the level of liver fibrosis in every 

patient [33]. The outcomes revealed that DT 

(Decision Tree) classifier achieved a classification 

accuracy of 93.7%. This accuracy rate was higher 

than the accuracy rate reported by other 

investigations in the same conditions. 

 

C. A. Prajith, et.al (2016), described the 

growth of scar tissue due to inflammation, 

infection, or injury so called liver fibrosis [35]. 

This disease could be the reason for  liver 

cirrhosis. The use of various non-invasive imaging 

techniques was quite common for the treatment of 

liver fibrosis. These techniques included MRI, 

CT, Electrography, and ultrasound. This study 

was focused on the extraction of texture features 

from liver images of ultrasound. This work 

implemented various classification models such as 

ANN, GMM, and SVM for classifying the risk 

level of the liver fibrosis. SVM has a specificity of  

95 % , the sensitivity of 93.33%, and an accuracy 

of 94 % . 
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II. RESEARCH METHODOLOGY 

This work focusses on the PA (Predictive 

Analysis) of liver related disorders. Predictive 

Analysis, in short form, This research work is 

consists of the basic three pillars. These pillars 

include Pre-processing, Feature extraction, and 

Classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Process of research 

 

1. Input Data Values: -The dataset is taken as 

input from the Kaggle database. The dataset has 

582 instances and 10 attributes and one target 

(Age, Gender, TB, DB, Alkphos, Alamine 

Aminotransferase, Aspartate Aminotransferase, 

TP, ALB, A/G Ratio, and Result) 

2. Data Pre-processing: In the initial stage, 

apply to remove missing and redundant values 

from the datasets. 

3. Division of Input Data: -In the second step, 

the partitioning of whole data is carried out into 

two sets of training and testing. The first set of 

training occupies 60%part of the overall data 

while the rest of the part will signify the data for 

testing purposes. 

4. Classify Data: - To predict final live or non-

liver disease technique of voting classification is 

applied in this work.  

 

The voting classification is the combination of 

logistic regression, decision tree, and KNN 

classifiers.  

 

Logistic regression is a statistical method used 

for classifying dataset that includes one or more 

independent variables for determining the result. 

The classification output represents the value of 

one among two possible results. This approach 

distinguishes the software modules as defected or 

non-defected. This algorithm also makes use of 

some metrics information for classifying the 

software elements similar to the voting 

classification is the combination of logistic 

regression, decision tree, and KNN classifiers. 

Logistic regression is a statistical method used for 

classifying dataset that includes one or more 

independent variables are 0 more independent 

variables can be also interpreted using this model. 

KNN is an upfront classifier. This classifier takes 

into account all possible outcomes. This classifier 

makes use of the similarity approach for 

classifying a pattern. The classification of patterns 

is carried out on the basis of the voting majority of  

its neighboring patterns. A class is allotted to 

every pattern with the maximum number of 

corresponding votes and 1. This model can be 

used for data analysis. The association amid one 

dependent binary variable and one or based on a 

distance factor in the classification outcome. The 

distance between the data patterns is generally 

measured by Euclidean distance. The formula is 

given below measures distance between two 

neighbors a and b, which also signifies the length 

of (). In Cartesian coordinates, when the 

coordinates of two different points in a Euclidean 

k-space are specified as a = (a1, a2, …, an) and b 

= (b1, b2, …, bn), then the distance d between 

points a and b is measured using the Pythagorean 

formula: 
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Random Forest builds multiple decision tree 

and merge them together for more accuracy and 

stable prediction 

5. Prepare training set based on all classifier 

6. Apply voting classification for prediction. 

7. Analyze performances in terms of Accuracy, 

precision, and recall 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Fig. 4. Explains the flowchart of research methodology 

 

Apply KNN 
classifier 

Start 

Input dataset for the liver disease prediction 

Apply pre-processing phase to remove missing and 

redundant values 

Divide dataset into training and test 
 

Apply logistic 
regression 

Apply random 
forest 

Prepare training set based on both 
classifiers 

Apply voting classifier for the prediction Input Test Set 

Analyze performance in terms of 
accuracy, precision, recall 

Stop 
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III. RESULTS AND DISCUSSION 

In this research work, a hybrid model is 

designed for accurate prediction of liver disease. 

This research devises a hybrid model for making 

the forecast for liver disorder possible. The new 

prediction model combines three classifiers, 

Logistic Regression, Random forest, and KNN 

algorithms. The data for this purpose is taken from 

the Kaggle database of Indian liver patient records. 

This work considers different parameters in terms 

of accuracy, precision, and recall for analyzing the 

efficiency of the newly devised prediction model. 

This work compares the outcomes of the new 

prediction model against the Logistic Regression, 

Random forest, and KNN individually. The main 

aim here is to verify the outcomes generated by the 

new model. As per table 1 description are given, 

data are collected from the UCI repository. And 

proposed model classification performance is 

analyzed in terms of execution time and accuracy. 

1. Accuracy: Accuracy is represented as the 

correctly classified number of values or points 

upon all total number of points multiplied by 100. 

Or  So, accuracy found after implementing the 

existing algorithm is 73.27% and in proposed work 

accuracy is 77.58%. 

Accuracy=(no.of TP+no.of TN /no.of 

TP+TN+FN+TN) 

 

 
Fig. 5. Accuracy Comparison 

2. Precision-Recall:-The precision-recall curve 

shows the tradeoff between precision and recall for 

different thresholds. A high area under the curve 

represents both high recall and high precision, 

where high precision relates to a low false-positive 

rate, and high recall relates to a low false-negative 

rate and good to show the interaction among them.  

Precision=(no.of TP/no.of TP+FP) 

Recall=(no.of TP/no.of TP+FN) 

 
 

Fig. 6. Precision-Recall Comparison 

3. Success Ratio: Success Ratio can be 

demonstrated as the ratio of number of points 

correctly classified to the total number of points. 

Eqn. 5.3defines this metric as: Success 

ratio=(Number of points correctly classified/Total 

number 

 
 

Fig.  7. Success Ratio 

4. Execution Time: This metric corresponds to 

the difference of the end and start time of the 

algorithmic approach. Following Eqn. represents 

this metric as: 

Execution time= END time of the algorithm-

start time of the algorithm So, execution time 

found after implementing existing algorithm is 
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0.4seconds and in proposed work execution time is 

0.25seconds. Table 1 shows comparison amid the 

existing and new algorithmic approaches with 

regard to certain metrics (accuracy, execution time 

and success ratio). In contrast to the existing 

algorithm, the new algorithms perform better in 

terms of all metric. 

 

Fig. 8. Execution Time 

 

Parameter 
Existing 

Algorithm 

Proposed 

Algorithm 

Accuracy 73.27 77.58 

Precision 73.21 77.65 

Recall 71.5 74.5 

Execution 

time 
0.40 sec 0.25sec 

Success ratio 0.73 0.77 

 

Table 1: Comparison of Existing and 

Proposed Algorithm 

 

 

IV. CONCLUSION 

 

The prediction is employed to obtain the result 

of liver diseases with accuracy. The discovery of 

associations among independent and dependent 

variables is done with the help of prediction as 

suggested by its name. The hidden knowledge of 

liver disease is recognized and extracted using a 

historical liver disease database. The complex 

queries are responded to diagnose liver disease. 

Thus, practitioners can make intelligent clinical 

decisions. To conclude, the approach of the 

predicting analysis helps in predicting future 

possibilities by current data. The proposed model 

improved by applying a combination of three 

classifiers, Logistic regression, Random forest, and 

KNN algorithm. The python is employed for the 

implementation of the suggested model and the 

result proved regarding accuracy that is achieved 

77.58 percent. For the future, the execution of the 

clustering algorithm is performed with the hybrid 

classifier technique for the division of data 
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