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Abstract: In this paper using clustering 

method for student’s school academic 

performance are measured from same 

district. By using data clustering 

technique we can predict which school is 

best. And try to identify the weak student 

of particular school and will identify the 

result of best school. This will show which 

school is better for observing the 

techniques in disrict.The best school will 

be help us to making the quality 

education.    
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1.  INTRODUCTION  

Data Mining 

Data mining is the process of extracting the 

useful information, which is stored in the 

large database.It is a powerful tool, which is 

useful for organizations to retrieve the useful 

information from available data 

warehouses.Data mining can be applied to 

relational databases, object-oriented 

databases, data warehouses, structured-

unstructured databases, etc.Data mining is 

used in numerous areas like  

 

banking, insurance, companies, 

pharmaceutical companies etc.[1] 

Patterns in Data Mining  

1.Association 

The items or objects in relational databases,  

transactional databases or any other 

information repositories are considered, 

while finding associations or correlations. 

2. Classification 

The goal of classification is to construct a 

model with the help of historical data that 

can accurately predict the value.It maps the 

data into the predefined groups or classes 

and searches for the new patterns. 

3. Regression 

Regression creates predictive models. 

Regression analysis is used to make 

predictions based on existing data by 

applying formulas.Regression is very useful 

for finding (or predicting) the information 

on the basis of previously known 

information. 

4. Cluster analysis 
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It is a process of portioning a set of data into 

a set of meaningful subclass, called as 

cluster.It is used to place the data elements 

into the related groups without advanced 

knowledge of the group definitions. 

5.Forecasting 

Forecasting is concerned with the discovery 

of knowledge or information patterns in data 

that can lead to reasonable predictions about 

the future. 

Technologies used in data mining 

Lots of techniques used in the development 

of data mining methods. Some of them are 

mentioned below: 

1. Statistics: 

It uses the mathematical analysis to express 

representations, model and summarize 

empirical data or real world observations. 

Statistical analysis involves the collection of 

methods, applicable to  large amount of data 

to conclude and report the trend. 

2. Machine learning: 

Arthur Samuel defined machine learning as 

a field of study that gives computers the 

ability to learn without being 

programmed.When the new data is entered 

in the computer, algorithms help the data to 

grow or change due to machine learning.In 

machine learning, an algorithm is 

constructed to predict the data from the 

available database (Predictive analysis).It is 

related to computational statistics. 

The four types of machine learning are: 

1. Supervised learning  

It is based on the classification. It is also 

called as inductive learning. In this method, 

the desired outputs are included in the 

training dataset. 

2.Unsupervisedlearning 

Unsupervised learning is based on 

clustering. Clusters are formed on the basis 

of similarity measures and desired outputs 

are not included in the  training 

dataset. 

3.Semi-supervisedlearning 

Semi-supervised learning includes some 

desired outputs to the training dataset to 

generate the appropriate functions. This 

method generally avoids the large number of 

labeled examples (i.e. desired outputs) . 

4. Active learning 

Active learning is a powerful approach in 

analyzing the data efficiently. The algorithm 

is designed in such a way that, the desired 

output should be decided by the algorithm 

itself (the user plays important role in this 

type). 

3. Information retrieval : 

Information deals with uncertain 

representations of the semantics of object 

(text,images).  

4. Database systems and data warehouse: 

Databases are used for the purpose of 

recording the data as well as data 

warehousing.Online Transactional 

Processing (OLTP) uses databases for day to 

day transaction purpose. To remove the 

redundant data and save the storage space, 

data is normalized and stored in the form of 

tables.Entity-Relational modeling 

techniques are used for relational database 

management system design. Data 

warehouses are used to store historical data 

which helps to take strategical decision for 

business.It is used for online analytical 

processing (OALP), which helps to analyze 

the data. 
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5. Decision support system 

Decision support system is a category of 

information system. It is very useful 

indecision making for organizations. It is an 

interactive software based system which 

helps decision makers to extract useful 

information from the data, documents to 

make the decision. 

 

KDD Data mining  

The process of discovering knowledge in 

data and application of data mining 

techniques are referred to as knowledge 

Discovery in Database (KDD).KDD consists 

of various application domains such as 

artificial intelligence, pattern recognition, 

machine learning and data visualization. The 

main goal of KDD is to extract knowledge 

from large database with the help of data 

mining methods. 

The different steps of KDD are as given 

below: 

1. Data cleaning: 

In this step, noise and irrelevant data are 

removed from the database. 

2. Data integration: 

In this step, the heterogeneous data sources 

are merged into a single data source. 

3. Data selection: 

In this step, the data which is relevant to the 

analysis process gets retrieved from the 

database. 

4. Data transformation: 

In this step, the selected data is transformed 

in such forms which are suitable for data 

mining. 

5. Data mining: 

In this step, the various techniques are 

applied to extract the data patterns. 

6. Pattern evalution: 

In this step, the different data patterns are 

evaluated. 

7. Knowledge representation: 

 

This is the final step of KDD, which 

represents the knowledge. 

 
2.RELATED WORK  

On the basis of review literature the 

problem is identified to build data mining 

model by using clustering method use of 

clustering method for students performance 

and mostly papers prediction is the based on 

students results, but sometimes prediction 

may be wrong because the prediction is 

based on their previous result, more dataset 

instance will be collected and will be 

compared and analyzed with other data 

mining techniques such as association and 

clustering. 

3. METHODOLOGY 

 K-MEANS CLUSTERING 

K-means is one of the simplest 

unsupervised learning algorithms that solve  

the well-known clustering problem. 

The procedure follows a simple 
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and  easy  way  to classify a given data 

set  through a certain number of  clusters 

(assume k clusters) fixed apriori. 

The  main  idea  is to define k centers, one 

for each cluster. These centers  should  be 

placed in a cunning  way  because 

of  different  location  causes 

different  result. So, the better  choice  is  to 

place them  as  much as possible  far away 

from each other. The  next  step is to take 

each point belonging  to a  given data set 

and associate it to the nearest center. When 

no point  is  pending,  the first step is 

completed and an early group age  is done. 

At this point we need to re-calculate k new 

centroids as barycenter of  the clusters 

resulting from the previous step. After we 

have these k new centroids, a new binding 

has to be done  between  the same data set 

points  and  the nearest new center. A loop 

has been generated. As a result of  this loop 

we  may  notice that the k centers change 

their location step by step until no more 

changes  are done or  in  other words centers 

do not move any more. Finally, 

this  algorithm  aims at  minimizing  an 

objective function know as squared error 

function given by:   

                          

              

                               

where, 

                           ‘||xi - vj||’ is the Euclidean 

distance between xi and vj. 

                           ‘ci’ is the number of data 

points in ith cluster.  

                           ‘c’ is the number of cluster 

centers. 

Algorithmic steps for k-means clustering 

Let  X = {x1,x2,x3,……..,xn} be the set of 

data points and V = {v1,v2,…….,vc} be the 

set of centers. 

1) Randomly select ‘c’ cluster centers. 

2) Calculate the distance between each data 

point and cluster centers. 

3) Assign the data point to the cluster center 

whose distance from the cluster center is 

minimum of all the cluster centers.. 

4) Recalculate the new cluster center using:   

 

 

where, ‘ci’ represents the number of data 

points in ith cluster. 

5) Recalculate the distance between each 

data point and new obtained cluster centers. 

6) If no data point was reassigned then stop, 

otherwise repeat from step 3). 

 Advantages 

1) Fast, robust and easier to understand. 

https://sites.google.com/site/dataclusteringalgorithms/k-means-clustering-algorithm/kmeans.JPG?attredirects=0
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2) Relatively efficient: O(tknd), where n is # 

objects, k is # clusters, d is # dimension of 

each object, and t  is # iterations. 

Normally, k, t, d << n. 

3) Gives best result when data set are 

distinct or well separated from each other. 

Note: For more detailed figure for k-means 

algorithm please refer to k-means 

figure subpage.  

 

 

The result of k-means for 'N' = 60 and 'c' = 3 

Disadvantages 

1) The learning algorithm requires apriori 

specification of the number of  cluster 

centers. 

2) The use of  Exclusive Assignment - 

If  there are two highly overlapping 

data then k-means will not be able to 

resolve       that there are two clusters. 

3) The learning algorithm is not invariant to 

non-linear transformations i.e. with different 

representation of data we get  different 

results (data represented in form of cartesian 

co-ordinates and polar co-ordinates will give 

different results). 

4) Euclidean distance measures can 

unequally weight underlying factors. 

5) The learning algorithm provides the local 

optima of the squared error function.  

6) Randomly choosing of the cluster center 

cannot lead us to the fruitful result. Pl. 

refer Fig. 

7) Applicable only when mean is defined i.e. 

fails for categorical data. 

8) Unable to handle noisy data and outliers. 

9) Algorithm fails for non-linear data set. 

        CONCLUSION AND FUTURE SCOPE  

The processed data will be analyzed using 

different data mining techniques like, 

supervised, unsupervised k-means, 

classification, clustering, association rule 

mining etc. In this process ,we will compare 

the result of  both schools(govt. school or 

private school) from one district and will 

find out which school has better long term 

results and follow the techniques on 

remaining school for quality education. 
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