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Abstract 

Conservation of electric resource has 

been one of the important challenges 

over the decades. Worldwide, many 

nations are struggling to conserve and 

to bridge the gap between the demand 

and production of the resource. Though 

many measures like several 

Government acts, replacing existing 

products with energy conserving 

products and many solar based systems 

are being invented and used in practise, 

the demand and the need to preserve the 

resource still persists. Hence, this paper 

focuses on a novel technique to conserve 

the electric resource using a deep 

learning technique. The system uses 

Convolutional Neural Networks to 

identify and localize humans in the 

CCTV footages using EfficientNet, a 

deep transfer learning model. The 

classifier processes and yields its output 

to an embedded Arduino 

microcontroller, after detecting the 

presence/absence of human. The 

microcontroller enables/disables the 

electric power supply in the area of 

human’s presence/absence, based on the 

classifier’s output respectively. The 

system achieves an accuracy percentage 

of 84.2% in detecting humans in the 

footages with the subsequent 

enabling/disabling of electric power 

resource to conserve electricity. 

Keywords: Electricity Conservation, 

Human Detection, Convolutional Neural 

Networks, EfficientNet, Arduino. 

1 Introduction 

Electricity conservation has been one of 

the biggest challenges in recent days. In 

spite of many measures taken to overcome 

this challenge, the demand still persists. 

Many sensor based products have been 

invented to reduce the consumption of 

electricity. Though the consumption of 

electricity is reduced by using these 

products, all these add an additional cost to 

the clients thereby making it an option for 

the customers to use. Hence conservation 

of electricity even after inventing these 

new products remains as a question mark. 

To overcome the issue, a new software 

based system is developed in this work 

which enables electricity only when 

required. The system detects human beings 

in CCTV footages using a deep learning 

technique. The footages are converted to 

frames and these frames are processed by 

Deep Convolutional Neural Network 

(CNN) to detect humans. The system uses 

the EfficientNetB0 model (transfer 

learning) for detecting humans in the 

frames and once humans are detected in 



 

   IT in Industry, Vol. 9, No.2, 2021   

                                                             PublishedOnline12April 2021   

979 

 

ISSN(Online):22031731 

Copyright ©Authors  ISSN (Print): 2204-0595 
                                                         
 

the frames, the output is fed to an 

embedded Arduino microcontroller, which 

controls the connected power supply of 

that indoor environment.  

The controller enables the power supply of 

the room (lights and fans) only if a human 

is detected by the classifier and disables it 

when the human is undetected by the 

classifier. The switching time between the 

enabling and disabling of the power is 8 

seconds. This conserves about one third of 

the total electricity being consumed by the 

individual.  

2 Literature Survey 

Object detection has been an interesting 

topic of research since 1990. Numerous 

techniques have been invented to detect, 

identify, localize and recognize objects in 

images. Object detection has been used in 

various smart applications, content 

retrieval, security purposes, surveillance, 

and automated vehicle systems and so on. 

Conventional methods involve several 

independent steps for pre-processing, 

background subtraction [1], segmentation 

[2], feature extraction and object detection 

[3]. Recent techniques like machine 

learning and deep learning uses most of 

these steps together in a single step, which 

speeds up the process and also avoid 

manual intervention to a greater extent [4] 

[5]. Machine learning has been used in the 

field of computer vision for several years. 

As the recent real-time applications require 

enormous data to be processed for better 

prediction accuracy, human intervention in 

labelling the images for these cases 

becomes impossible.  Hence, deep learning 

comes into place which can handle huge 

data without the necessity of human 

intervention [6]. 

Deep learning systems for object detection 

have been an increasing trend in computer 

vision. Various deep learning models are 

currently in practice which excels in 

predictions depends upon the data being 

used.  For instance, Convolutional Neural 

Network (CNN) excels in handling image 

data [7] while Recurrent Neural Network 

(RNN) excels in handling text or speech 

data [8] [9]. As most of the data falls under 

these two categories, these are the two 

vital Neural Network models that classify 

most of the real-time objectives. Variants 

of CNN like Region Convolutional Neural 

Network (RCNN), Fast-Regional 

Convolutional Neural Network (fast R-

CNN), Faster-Regional Convolutional 

Neural Network (Faster R-CNN), Single 

Shot Detector (SSD) and so on and so 

forth. These networks are implemented 

either by developing a model from the 

scratch or using transfer learning models. 

Transfer learning is another concept being 

widely used in this domain. Models like 

AlexNet, ResNet-50/101, VGG-16/19, 

CapsNet, Detnet and EfficientNet etc., are 

already created models which are trained 

on certain standard datasets. These models 

could be used for any real-time purposes, 

and the prediction accuracy is expected to 

be high, as the models are already trained 

and familiarized with certain features. 

Models are also developed specifically for 

a purpose and trained on the required 

dataset which performs better than transfer 

learning in many cases. 

A system by Chenchen Zhu et al [10] was 

designed to detect faces of human using R-

CNN.  A model was developed 

considering multi-scale features.  

Synchronization of location specific 

features and semantic features of low-level 
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and high-level layers are done to represent 

the face of human’s present. The model 

outperformed the baseline methods while 

using standard face detection Data Set and 

Benchmark (FDDB) on validation process. 

Various researchers are working in 

optimizing the neural networks and one 

such system to solve these optimization 

problems, is developed by Sun et al [11]. 

This system called particle swarm 

optimization with binary encoding 

(BQPSO), developed by adjusting the 

evolution to discrete binary space, is 

created in the following equations. 

The movement of the particles M depends 

on the following equations: 

𝑚𝑏𝑒𝑠𝑡 = (
1

𝑀
∑ 𝑃𝑖1(𝑡)𝑀

𝑖=1 ,
1

𝑀
∑ 𝑃𝑖2(𝑡), … ,

1

𝑀
∑ 𝑃𝑖𝐷(𝑡)𝑀

𝑖=1
𝑀
𝑖=1  )   (1) 

𝑎𝑖𝑑(𝑡) =  𝜌 ×  𝑝𝑖𝑑 +  (1 −  𝜌) × 𝑝     (2) 

𝑥𝑖𝑑(𝑡 + 1) =  𝜐𝑖𝑑 ±  ϭ|𝑚𝑏𝑒𝑠𝑡𝑑 −  𝑥𝑖𝑑(𝑡)| ∗ ln (
1

u
)     (3) 

where P is the particle, 𝜌 and u are random 

numbers distributed uniformly on 

[0,1], ϭ is a positive constant called 

Contraction Expansion Coefficient. 

A system was developed by Hai huang 

[12] for marine organism detection and 

recognition. As the training samples were 

less, data augmentation techniques were 

used to enlarge the dataset. Four-step 

alternate training method with SGD was 

used for training the RPN. Unlike most 

papers that use affine transformation for 

data augmentation, perspective 

transformation is used for data 

augmentation in this paper. Experiment 

results confirm that the proposed three data 

augmentation methods increase the 

robustness of Faster R-CNN to marine 

turbulence variations, shooting angle 

variations, and uneven illumination 

variations, respectively. Transfer learning 

models were developed since 2012 by 

Krizhevsky et al for AlexNet in [13] is the 

first best transfer learning model that 

yielded best results in classifying images. 

This is taken up by GoogleNet, which 

achieved 74.8% accuracy in 2015 [14] 

subsequently by SENet in [15] with 

82.7%. Many authors prefer to develop a 

model from the scratch to avoid the 

network’s pre-learnt information unlike 

transfer learning.  

A system was developed by MingXing 

Tan in [16] for classification of CIFAR 

datasets using EfficientNet. The authors 

have discovered that a better accuracy rate 

could be achieved by stabilizing the depth, 

width and resolution of the model. The 

system uses a compound co-efficient to 

evenly scale the three specified parameters 

of the model. The system initially uses a 

baseline model and then the model is 

scaled up to a cluster of models for 

enhancing the accuracy. The system was 

able to achieve an efficiency of 84.3% on 

ImageNet with increased processing speed. 

A similar system was developed for skin 

lesion classification in [17] on 

dermoscopic images. The authors 

developed a hybrid model by combining 

EfficientNets, ResNet and SENet which 

are selected by a search technique. Out of 
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the various models used EfficientNet has 

outperformed other transfer learning 

models in classifying skin lesions. 

A similar system for fruit recognition 

system was developed by Linh Duong et al 

in [18] for automatic harvesting using 

EfficientNet and MixNet. The system 

initially classifies fruits from other objects 

in the images using machine learning 

techniques. The system uses 48,905 

images for training followed by 16,421 

images for testing. The system proves that 

the transfer learning concept excels other 

methods in this case by yielding an 

average prediction accuracy of 99.8% in 

fruit detection. An automated system for 

the recent pandemic, Covid-19 was 

developed by Goncalo in [19] using 

EfficientNet. Initially, a binary 

classification was done by the images of 

Covid affected and un-affected patients 

with an average prediction accuracy of 

99.6%. This is followed by multi-class 

classification in Covid-19, pneumonia and 

un-affected patients with a prediction rate 

of 97%. As the available dataset is not 

robust, the authors have claimed that the 

system could face a pitfall on scaling. 

Secondly the system outperforms only in 

the advanced stage of the disease and an 

early diagnosis system is suggested for 

future work 

3 Proposed System 

CNN plays a major role in detecting 

objects from videos/images. This system is 

developed based on a Deep CNN system 

to identify humans in CCTV footages. The 

videos of the footages are converted to 

frames at the rate of 6 frames per second 

(fps). These frames are processed by a 

CNN model in which the convolutional 

layer, which is the vital part of the model 

for detection is defined as  

𝐴𝑖 =

𝐹𝑖(𝑋𝑖) 

  (4) 

where A is the output of the layer, X is the 

input image which is concatenated with the 

filter weights. For the real-time 

applications, certain sophisticated 

ConvNets are used in which there are 

multiple stages in the convolutional layers 

and in each stage except the initial stage, 

the structure of the ConvNet remains the 

same. This ConvNet is defined as  

𝐶 ∑ 𝐹𝑖
𝐿(𝑋(𝑏𝑖,𝑑𝑖,𝑐𝑖))𝑖=1 𝑡𝑜 𝑛

  

  

  (5) 

where b, d and c denotes the size of the 

image in each layer. The baseline CNN 

structure is inefficient for many real-time 

applications to process huge high 

dimensional data and hence certain 

modifications in the structure of the 

networks is being done in recent days to 

improve the model’s efficiency. One such 

modification is the scaling of the model 

either by their width or depth or by 

increasing the resolution of the image. 

Unfortunately, scaling of only one of these 

parameters could be done at a time and in 

some rare cases, two parameters are scaled 

but arbitrarily which does not guarantee 

enhanced overall efficiency of the model. 

Hence rather than scaling each and every 

parameter individually or arbitrarily, 

EfficientNet uses the concept of scaling all 

the parameters using a coefficient 
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uniformly so that the difference factor 

between the parameters is maintained. This 

avoids certain important drawbacks of 

Deep Neural Networks like vanishing 

gradients and saturation of accuracies 

which occurs in the case of depth and 

width scaling respectively. Hence an 

EfficientNet-BO model is used in this 

system which scales the network in two 

phases as follows: 

A compound coefficient 𝛟 is considered to 

manage the number of available resources 

followed by α, β, and γ parameters to 

allocate these resources to the network’s 

depth, width and resolution respectively. 

the scaling now is done in the following 

way 

𝑁𝑑 = 𝛼𝜙      (6) 

                      𝑁𝑤 = 𝛽𝜙      (7) 

 𝑁𝑟 = 𝛾𝜙       (8) 

Such that the dot product of the three parameters i.e.,  

 ∝ 𝛽2𝛾2 ≈ 2       (9) 

where α, β and γ is considered to be greater than 1 

The structure of the model with 5.9M parameters is given in Figure 1. 

 

Figure 1 Architecture of the proposed system 
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The global average pooling layer and a 

dropout of 20% is added at the end of this 

model to reduce the overfitting issues. As 

suggested by the authors, the optimal 

values for α, β and γ are 1.2, 1.1 and 1.15 

respectively. These are the values used to 

scale the network. Two CCTV footages 

captured in different indoor environments, 

each in duration of 120 minutes and 140 

minutes are converted to frames at the rate 

of 6 fps. Perspective transformation [20] of 

data augmentation is done to increase the 

dataset size. This technique mimics the 

images captured by the cameras. The 

resultant images are the augmented images 

at different angles and from various 

viewpoints, which is practically impossible 

for the camera to capture. The size of 

Datasets including footage frames and 

augmented images is 54000 frames for 

Dataset 1 and 58,200 for Dataset 2 which 

is then divided into training and testing set 

in a ratio of 80:20 respectively. An 

instance of the datasets with a positive 

image (Image with human) and a negative 

image (Image without human) is given in 

Figure 2.  

 

 

Figure 2 Datasets Used for the Proposed System 

The model is initially trained with 43,200 

images in 48 epochs, followed by testing 

the model with the remaining 10,800 

images. The model is finally optimized 

with Adam algorithm [21], since it is 

proved to be better than the RMSProp, to 

improve the overall efficiency rate of the 

network. The algorithm for the proposed 

system is given below 



 

   IT in Industry, Vol. 9, No.2, 2021   

                                                             PublishedOnline12April 2021   

980 

 

ISSN(Online):22031731 

Copyright ©Authors  ISSN (Print): 2204-0595 
                                                         
 

 
Figure 3 Algorithm for the proposed system 

The model yields an average accuracy of 

91.2% in the validation set, which is a 

subset of the training data and 81.6% of 

accuracy on an average in the test data. 

The generalization issue is handled by the 

dropout regularization technique, which 

reduces the difference between the 

accuracies of the training and the testing 

set. The average prediction accuracy of the 

test data is 89.2% after the usage of 

dropout technique. The individual 

prediction accuracies of both the datasets 

for their validation and test datasets and 

the precision-recall trend is given in Figure 

4 (a) and (b). 

 

 

Figure 4(a) Accuracy of the Datasets 

 

Figure 4(b) Precision-Recall curve 
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Figure 5 depicts the detection of human in 

the frames by EfficientnetB0 model based 

on which the power supply will be 

managed by the microcontroller in the next 

session. 

 

 

Figure 5 Detection of human in the 

frames of CCTV footages 

4 Management of Electricity 

The electric supply of the indoor 

environment where the resource has to be 

conserved is connected to this system. The 

output of the classifier is supplied to an 

embedded Arduino Microcontroller. 

Microcontroller has been used in many 

smart applications in recent days for power 

consumption [22] [23]. Hence, this system 

also uses a microcontroller which manages 

the power supply by enabling/disabling the 

electric power supply based on the 

human’s presence or absence in the frame 

as detected by the classifier. The power 

consumption is therefore achieved by 

disabling the electric resource when it is 

actually not required without the usage of 

any additional equipment. 

5 Conclusion and Future work 

Thus, a smart electricity conservation 

system based on Deep CNN and Arduino 

Microcontroller is developed. The system 

detects humans in the CCTV footages by 

EfficientnetB0 model which is an 

upgraded version of CNN model. The 

classifier’s output is given to the 

microcontroller which controls the power 

supply connected to it by enabling the 

power on human’s presence and by 

disabling it on human’s absence. This 

avoids the unnecessary wastage of 

electricity which saves up to one third of 

the total power consumption without the 

necessity of any additional equipment. The 

system has been designed only for indoor 

environments and hence electricity 

consumption in outdoor environment 

should be taken into consideration. 

Secondly, occlusion is not handled in this 

case which can also be considered for 

future scope. 
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